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(57) ABSTRACT

In an example embodiment, there is disclosed an apparatus
comprising a lock box having an input device, circuitry, and a
lock for holding a key to gain access to an area. The apparatus
further comprises an alarm system for protecting the area and
a proximity reader coupled with the alarm system, the prox-
imity reader is located within the area. The circuitry is oper-
ableto determine if an input received by the input device is for
an authorized user. The lock box is operable to provide access
to the key in response to the circuitry determining that the
input received by the input device is for an authorized user.
The proximity reader is operable to receive data from a wire-
less token. The alarm system is operable to deactivate for at
least a portion of the area responsive to the proximity reader
receiving the data from the wireless token.
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- siick on & thumbnall Imege displayed
Hu. 53 1& o d §. s Py, Feorehoe = o

= This page tispleys up io eight single s the images page.

thumbnai {mages.

o frmages dispiay with single hlack bordars.

<{f yuti do not select Sraup Evenls imapes
o5 the fmage Search page or you do
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ihe images on the firsd search
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*The frst fmags 5 saved 25 4 JPEG. fils
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«The Jast image i3 saved a2 & FEG file

Euenis Faga Nale the following Hems Yo isplay the sxpanded view ol a
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jo23
o
B3

~Fer each event, & thumbnail Image of e
first image in the svenl displays,

{imupes dispiay with black feathered
bnrders thatl sugest grovy imsges,

<1 you selent Group Svem images on the
image dearch page and modily {he defaull
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Hirst search resuits pags that displays,
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Evenis paga Nate the Jollowing Rems; Toview ¢ hd AVielip, elivk on the
including events ¥ symbaoi on the events pags,
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mede , caplured an svent in AY] made, oi the axpanded svant pags.

«Hvoy antipipale that yowr sesreh results
include 2 o} of AV filez, it iz prefzrabis
fo te-selent Sroup Event kmages og the
images Search pags, Then the JPEG

files captured hefora and after the AWE

oiip display files on ihe first saareh resuity
page {lhe imagss pagel.
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Hots the following Hams:

Thiz page displays thurmbnsil tnages
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Data Stored or Displayed with an Enlarged Singla Image

FIELD

Event Type

DESCRIPTION
2

Type of sequancs that generated the image capture, May be ona of the following types

» SUHEDULED, Uaily program segquences

o {NPUT, {Alarm) input sequent

* MOTION, Molien {deleclion) senuence

o BIDOKEDCAM, Rlocked camera sequente

« CARD RTAR. Transaction segusnce infliated by 2 caxd reader at the &TH
* PRINTER. Transaction sequence inifiated by prisfing of ATR recelpt

Gapldre Tirg

{igts znd time the image was caplured, o thousandihis of 2 second

{mage Nams

Filename of th image on the AccyTrack hard disk
g

Jameta &

Gamars number {01 through 24)

Samera Deseription

Jamera desariplion entared unday the Camera Selug meny option

wnags Commients

Goguments typed on & single mens page

Slarm Dasoristion

Alarm descriphion entered undar the Ssguence Setup/input Setup meny oplion,

Humber of images

The Number of images §§ ons of the Inlowing valuzg: {1}

« Number of imagss in fhe curvend cashe of search rasulis
« Numbar uf Imapes in the suarch results
« Numbar of fmagas in the selecied svent

fmage Number

Sequentiasl number of images in the Number of Images

ATH Deseription

ATH deseription sntered under the ATRY setup meny optiog,

ATH Dard Humber

ATBE oard number for the transaciisn

AR Transaction Type

Daseription of the ATM sctivity, such as deposi, withdrawsl, or card
ratained, This field may be unkmown,

ATH Print Bevalnt

ATH reseipd sssoniated with the image. Thix option must be conligured under the
Seguencs Setup/frassastion Setup mena oplon.

{1] 95 the singis image page, the Mumber of images alkn displays on the Imape eovnter
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AccuTrack Imags Gondrol Paae! Bolons {continued
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1
AUTOMATED BANKING MACHINE SYSTEM
AND MONITORING

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/795,465 filed on Oct. 17, 2012.

TECHNICAL FIELD

The present disclosure is directed to providing access to a
secured structure such as a bank.

BACKGROUND

Automated banking machines are known in the prior art. A
common type of card actuated automated banking machine
used by consumers is an automated teller machine (“ATM”).
ATMs enable customers to carry out banking transactions
such as dispensing cash, making deposits, making transfers of
funds, depositing checks and other instruments, cashing
checks or other documents, payment of bills and account
balance inquiries. Other types of automated banking
machines are used for purposes of dispensing tickets, scrip,
traveler’s checks, airline tickets, gaming materials and other
items of value. Other types of automated banking machines
are used by service providers such as cashiers or bank tellers
for purposes of dispensing or receiving currency, counting
currency and determining the genuineness of currency. For
purposes of this disclosure an automated banking machine
will be considered as being any machine which accomplishes
the handling or transfer of items having or representative of
value.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings incorporated herein and
forming a part of the specification illustrate the example
embodiments.

FIG. 1 is a schematic view of an example embodiment of a
transaction record system used in connection with an auto-
mated banking machine.

FIG. 2 is a schematic view of a control system for devices
within an automated banking machine which incorporates a
first embodiment of a transaction record system.

FIGS. 3 and 4 are schematic views of the relationship
between the logical components which make up example
embodiments of the transaction record system.

FIG. 5 is a schematic view of the operation of the logical
components of an example embodiment operating to detect
motion in the field of view of a camera used in connection
with an embodiment.

FIG. 6 is a schematic view of the operation of logical
components of an example embodiment responding to a hard
trigger type input.

FIG. 7 is a schematic view of the logical components of an
example embodiment responding to a soft trigger input.

FIG. 8 is a schematic view of the operation of the logical
components of an example embodiment responding to loss of
usable video from a camera.

FIG. 9 is a schematic view of the logical components of an
example embodiment operating in connection with a user
identification system which identifies a user based on visible
properties associated with the user.
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FIG. 10 is a schematic view of an alternative embodiment
of a transaction record system m which an image server
resides with other servers which operate the automated bank-
ing machine.

FIG.11is a schematic view of a further alternative embodi-
ment of a transaction record system in which the image acqui-
sition devices are separate nodes on a network.

FIG.12is a schematic view of a further alternative embodi-
ment of the transaction record system in which the image
acquisition devices reside in a second network.

FIG. 13 is a schematic view of a further alternative embodi-
ment which includes an automated banking machine with a
document imaging device.

FIGS. 14 and 15 are a schematic view of logic flow asso-
ciated with memory allocation and 1 control used by an
example embodiment to provide greater reliability in storing
image and transaction data.

FIG. 16 is a screen presented in an example embodiment at
a user terminal describing functions performed by an
example system of the invention and categories of persons
generally authorized to perform such functions.

FIG. 17 is an example embodiment of a screen presented at
a user terminal for purposes of viewing and analyzing image
data.

FIG. 18 is a screen presented at a user terminal in an
example embodiment for purposes of explaining the func-
tions of icons shown in FIG. 17.

FIG. 19 is a view of an example screen similar to FIG. 17
but with a selected image enlarged for purposes of analysis.

FIG. 20 is a view of an example programming screen used
in an example embodiment.

FIG. 21 is an example embodiment of a daily program
screen presented at a user terminal.

FIG. 22 is an example embodiment of a setup screen dis-
played at a user terminal.

FIG. 23 is an example embodiment of a setup screen pre-
sented at a user terminal for purposes of setting image com-
pression types and for programming sequences.

FIG. 24 is an example embodiment of a screen presented at
auser terminal for purposes of establishing user access capa-
bilities.

FIG. 25 is an example screen presented at a user terminal
for purposes of establishing image and data capture param-
eters during the carrying out of transaction functions at an
automated banking machine.

FIG. 26 is an example embodiment of a screen presented at
a user terminal for purposes of input and editing e-mail
addresses used for sending messages related to conditions
and events occurring at an automated banking machine.

FIG. 27 is an example embodiment of a screen presented at
a user terminal for purposes of setting up an e-mail group
including e-mail addresses of persons to be notified in
response to the occurrence of conditions and events at an
automated banking machine.

FIG. 28 is a schematic view of an alternative embodiment
of'an image capture system.

FIG. 29 is an example screen presented at a user terminal
for purposes of operating and controlling the capture and
presentation of captured images in the system of FIG. 28.

FIG. 30 is a detailed view of the tool bar and icons pre-
sented in the screen shown in FIG. 29.

FIGS. 31 and 32 are a chart showing the icons presented in
the tool bar in FIG. 30 and the functions and operations in the
programming of the example system associated with each.

FIG. 33 is an example screen presented to a user in opera-
tion of the example system shown in FIG. 28 for purposes of
configuring the selective deletion of image data.
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FIG. 34 is an example screen presented at a user terminal in
the system of FIG. 28 for purposes of setting up an automatic
delete function for selectively deleting types of captured
images.

FIG. 35 is an example screen presented at a user terminal
for configuring and programming the example system to
apply enhanced security to captured images.

FIG. 36 is an example screen presented at a user terminal
for purposes of applying descriptive names to cameras, which
descriptive names may be used in programming sequences.

FIG. 37 is an example screen presented at a user terminal
which enables a user to assign descriptive names to outputs
which may be provided by the system as part of sequences.

FIG. 38 is an example screen presented at a user terminal
which enables a user to assign descriptive names to inputs
which the image capture system may receive.

FIG. 39 is an example embodiment of a screen presented at
a user terminal for purposes of capturing images in response
to triggering events which occur in the operation of an auto-
mated banking machine.

FIG. 40 is an example screen presented at a user terminal
for purposes of establishing e-mail addresses and groups of
e-mail addresses which are to receive e-mail messages in
response to the occurrence of certain triggering events in the
system.

FIG. 41 is an example embodiment of a screen presented at
a user terminal for purposes of setting up a group of e-mail
addresses for persons who are to be notified of certain events
occurring at the system.

FIG. 42 is an example embodiment of a screen presented at
the user terminal for purposes of programming the system
with sequences.

FIG. 43 is an example screen presented at a user terminal
which graphically displays sequences applicable to particular
times and dates that have been programmed into the system.

FIG. 44 is an example screen presented at a user terminal
showing the times each day certain routine program
sequences are carried out.

FIG. 45 is an example embodiment of a screen presented at
a user terminal representative of the steps taken by a user in
programming a sequence.

FIG. 46 is an example embodiment of a screen presented at
the user terminal for purposes of establishing a programmed
sequence in response to inputs received by the system.

FIG. 47 is an example screen presented at a user terminal
for purposes of displaying the times during which the
sequence applicable to a particular input will cause a system
to operate.

FIG. 48 is an example screen presented at a user terminal
associated with programming a sequence in response to
receipt of a particular input by the system.

FIG. 49 is an example screen presented at a user terminal
for purposes of configuring a 1 sequence for capturing images
in response to detection of motion.

FIG. 50 is an example screen presented at a user terminal
for purposes of establishing a detection area as a subset of a
field of view of a camera for purposes of selectively detecting
motion within the detection area.

FIG. 51 is an example screen presented at a user terminal
for purposes of showing when a sequence applicable to detec-
tion of motion will be operative within the system.

FIG. 52 is an example screen presented at a user terminal
for purposes of programming a sequence to be carried out in
response to detection of a motion event.

FIG. 53 is an example screen presented at a user terminal
associated with programming a sequence for detecting lack of
usable video from a camera in which a camera is selected.
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FIG. 54 is a screen similar to that in FIG. 53 showing how
the screen after a camera is selected in response to presenta-
tion the screen shown in FIG. 53.

FIG. 55 is an example screen presented at a user terminal
for enabling a user to select a degree of change in an image for
purposes of detecting motion in an image.

FIG. 56 is an example screen presented at a user terminal
indicative of when a particular motion detection sequence
will be executed by the system.

FIG. 57 is an example screen presented at a user terminal
for purposes of programming a sequence to be executed in
response to a lack of usable video condition.

FIG. 58 is an example screen presented at a user terminal
for purposes of establishing a sequence for capturing images
at an automated banking machine.

FIG. 59 is an example screen for establishing a sequence
for capturing images in connection with a particular type of
transaction and enabling a user to selectively input times at
which images will be captured as well as the rate of image
capture.

FIG. 60 is an example embodiment of a screen presented at
the user terminal for purposes of programming a sequence
and demonstrating the capability of a user to establish the
image capture rates as well as the image quality associated
with storage of captured images.

FIG. 61 is an example embodiment of a screen presented at
auser terminal for purposes of a user selecting the recovery of
images by various parameters.

FIG. 62 is an example screen presented at a user terminal
showing icons presented as a control panel and images recov-
ered in response to a search.

FIG. 63 is a view of the screen similar to FIG. 62 but
including representations of images captured as continuous
video in AVI form.

FIG. 64 is an example embodiment of a screen presented at
a user terminal in response to a search in which the search
results show that a plurality of images have been captured in
response to a triggering event.

FIG. 65 is a view of a screen similar to FIG. 64 including
representations that images have been captured as continuous
video in response to certain triggering events.

FIG. 66 is an example embodiment of a screen presented at
the user terminal showing a plurality of images captured in
response to a single triggering event.

FIG. 67 is an example embodiment of a screen presented at
auser terminal showing an image output in which images are
not grouped by particular event type.

FIG. 68 is an example screen similar to FIG. 67 in which
the presented indicia indicate that the image has been grouped
with a particular event.

FIG. 69 is an example embodiment of a screen presented at
a user terminal in response to search results obtained in
response to a quick viewer routine in which a user is enabled
to navigate through images by selecting buttons on the control
panel.

FIG. 70 is an example embodiment of a screen presented at
the user terminal of a quick viewer page showing a single
image with the selected image in enlarged format.

FIG. 71 is an example embodiment of a screen presented
on a user terminal in which a user is enabled to view images.

FIG. 72 is an example embodiment of a screen presented at
a user terminal which displays images selected for purposes
of preview for printing or transfer in an “image cart” which
enables such images to be downloaded.
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FIGS. 73 and 74 are a chart indicating the features associ-
ated with the different search results shown in FIGS. 62
through 72 and the features and capabilities of the images
associated therewith.

FIG. 75 includes a chart of indicia and information dis-
played with images which can be searched in the example
embodiment.

FIG. 76 is an example embodiment of the control panel
displayed on screens of a user terminal in connection with the
presentation of search results.

FIG. 77 is an example embodiment of an image counter
presented in connection with the control panel shown in FIG.
76.

FIGS. 78 through 80 are charts showing the various func-
tions performed by selection of icons in the example control
panel when particular image pages are being displayed.

FIGS. 81 through 83 are schematic views showing the
operation of the icons included in the example control panel
screen in navigating through images which are presented to a
user at a user terminal.

FIG. 84 is a chart explaining variations in an icon used in
connection with designating images for deposit into an image
cart for purposes of downloading images as a group, and the
functions 1 associated with the icon.

FIG. 85 is an example embodiment of a screen presented at
auser terminal for purposes of providing the user with greater
image integrity assurance for downloaded images and a
unique key or password for purposes of enabling the unlock-
ing of such images.

FIG. 86 is a schematic view showing a system used for
monitoring facilities and authorized users.

FIGS. 87 through 89 are a schematic example logic flow
diagram representative of logic carried out by at least one
processor of example systems shown in FIG. 86.

FIGS. 90 through 93 are a schematic view of logic steps
carried out by an alternative embodiment of a system for
monitoring facilities and/or users.

FIG. 94 is a schematic view showing an example system
that may be used for monitoring access to facilities and autho-
rized users.

FIG. 95 is a schematic view showing example components
that may be used in a system that may be used for monitoring
access to facilities and authorized users.

FIG. 96 is a schematic view showing an example system
that may be used for monitoring access to facilities and autho-
rized users.

OVERVIEW OF EXAMPLE EMBODIMENTS

The following presents a simplified overview of the
example embodiments in order to provide a basic understand-
ing of some aspects of the example embodiments. This over-
view is not an extensive overview of the example embodi-
ments. It is intended to neither identify key or critical
elements of the example embodiments nor delineate the
scope of the appended claims. Its sole purpose is to present
some concepts of the example embodiments in a simplified
form as a prelude to the more detailed description that is
presented later.

In accordance with an example embodiment, there is dis-
closed herein, an apparatus comprising a lock box, a member
a wireless token, a lock, at least one input device, and at least
one circuit. The lock box includes a body, wherein the body is
configured to be operatively connected to a structure associ-
ated with a building, a container. The body is configured to
releasably hold the container in engagement with the body.
The container includes an internal cavity, wherein the internal
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cavity is configured to hold at least one key. The at least one
key is configured to at least one of lock and unlock a door
associated with the building. When the container is in engage-
ment with the body, the cavity is not externally accessible.
The member is operative to hold the container and the at least
one key in engaged relation.

The wireless token is in operatively engaged relation with
the container. The wireless token is configured to wirelessly
communicate with an alarm system associated with the build-
ing. Communication between the token and the alarm system
is operative to at least one of activate and deactivate at least
one alarm feature of the alarm system.

The lock is operative to selectively hold the container in
engagement with the body. The at least one circuit is in
operative connection with the at least one input device and the
lock. The at least one circuit is operative to make a determi-
nation that at least one input received through the at least one
input device corresponds to an authorized user. The at least
one circuit is operative to cause the lock to change from a
locked condition in which the container is held in engagement
with the body through operation of the lock, to an unlocked
condition wherein the container is separable from the body
responsive at least in part to the determination. When the
container has been separated from the body the key is remov-
able from the cavity and usable to at least one of lock and
unlock the door, and the token is usable to at least one of
activate and deactivate the at least one alarm feature.

In accordance with an example embodiment, there is dis-
closed herein an apparatus comprising a lock box having an
input device, circuitry, and a lock for holding a key to gain
access to an area. The apparatus further comprises an alarm
system for protecting the area and a proximity reader coupled
with the alarm system, the proximity reader is located within
the area. The circuitry is operable to determine if an input
received by the input device is for an authorized user. The lock
box is operable to provide access to the key in response to the
circuitry determining that the input received by the input
device is for an authorized user. The proximity reader is
operable to receive data from a wireless token. The alarm
system is operable to deactivate for at least a portion of the
area responsive to the proximity reader receiving the data
from the wireless token.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Referring now to the drawings and particularly to FIG. 1
there is shown therein an example embodiment which oper-
ates as a transaction record system for an automated banking
machine generally indicated 10. The system of this embodi-
ment includes an automated banking machine 12 which in
this example is an ATM. It should be understood that in other
embodiments other types of automated banking machines
may be used. ATM 12 includes a number of transaction func-
tion devices. These transaction function devices are associ-
ated with components of the machine such as a card reader 14
and 1 a keypad 16. The card reader and keypad serve as input
devices through which users can input instructions and infor-
mation. It should be understood that as referred to herein the
keypad includes function keys or touch screen inputs which
may be used in other embodiments to input data into the
machine.

ATM 12 further includes additional transaction function
devices. Such transaction function devices may include a
presenter schematically indicated 18 which operates to
present cash or other documents of value to a customer. The
presenter 18 in the embodiment shown is associated with a
dispenser schematically indicated 20 (see FIG. 2). The dis-
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penser is operative to obtain sheets such as currency bills from
within the machine and to deliver them to the presenter in the
described embodiment. In alternative embodiments only a
presenter or a dispenser may be used. The example ATM 12
further includes a depository 22. The depository 22 accepts
deposits from customers. In the embodiment shown the
depository is generally configured to accept cash and other
instruments such as checks from a customer. It should be
understood that in other embodiments other types of deposi-
tories which accept various types of items representative of
value may be used. Example ATMs and transaction function
devices are shown in U.S. Pat. Nos. 7,044,366; 7,044,367,
and 7,028,888 the disclosures of each of which are incorpo-
rated herein by reference. Example ATMs may operate to
carry out transactions in a manner described in U.S. Pat. No.
7,062,464 the disclosure of which is incorporated herein by
reference.

The transaction record system of the described embodi-
ment further includes a first camera 24. Camera 24 is posi-
tioned within or behind the fascia of the ATM or otherwise
adjacent the ATM so as to have a field of view which generally
includes the face of the user operating the ATM. A further
camera 26 is positioned adjacent to the ATM and includes a
field of view which includes a profile or other view of the user
operating the ATM. It should be understood that while in this
example embodiment 1 cameras are used for acquiring image
data corresponding to a portion of a user, other embodiments
may include other types of devices, such as biometric scan-
ners for example, that can acquire data which corresponds to
an image of a portion of a user.

A further camera 28 in this example system is shown posi-
tioned adjacent to the ATM with a field of view to observe a
service area of the ATM. Camera 28 in the example embodi-
ment shown is directed to observe the back of the ATM and is
usable for observing or detecting service activities. Camera
28 may be for example positioned within a vestibule or room
which is accessed by service personnel for purposes of ser-
vicing the ATM. A further camera 30 shown schematically, is
positioned adjacent the ATM and within the interior of the
cabinet of the ATM. Camera 30 is shown having a field of
view which is directed generally opposite to that of camera 28
and enables itto view areas which would normally include the
face and hands of servicing personnel. Camera 30 preferably
operates when a service door 32 is open and a servicer is
accessing the interior of the machine. This enables capturing
image data related to persons servicing or accessing the inte-
rior of the machine.

In the embodiment shown each of the cameras 24, 26, 28,
30 provides camera signals which are analog signals repre-
sentative of what is observed within the field of view of the
respective camera. It should be understood that the camera
configuration shown in FIG. 1 is an example and other con-
figurations of cameras, or greater or lesser numbers of cam-
eras, or other types of devices for capturing image data, may
be used in connection with other embodiments. It should
further be understood that embodiments may include digital
cameras, iris scanners, fingerprint scanners or other types of
devices from which data corresponding to images may be
acquired and/or reproduced.

FIG. 2 shows a schematic view of a first hardware configu-
ration of a transaction record system. The automated banking
machine 12 includes the transaction function devices 14, 16,
18, 20, 22 which communicate through and are operated
responsive to signals passed through device interfaces 34.
The device interfaces communicate with the transaction func-
tion devices on an interface bus 36. The messages which
control operation of the various transaction function devices
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are communicated through the interface bus. At least one
computer which is referred to as a terminal controller 38
operates the ATM by sending messages to the device inter-
faces to control the transaction function devices.

In the embodiment shown in FIG. 2 an image recorder
device 40 is shown connected to the interface bus 36. Image
recorder device 40 in the embodiment shown is a separate
hardware component from the automated banking machine.
Image recorder device 40 includes a computer which includes
a server operating therein, and further includes at least one
data store schematically indicated 42. The data store holds
programmed instructions. The data store also holds data rep-
resentative of image data, transaction data and other data as
later described. It should be understood that although a data
store within the image recorder device is described in the
example embodiment, reference to a data store herein encom-
passes either a single data store or a plurality of connected
data stores from which data may be recovered.

Image recorder 40 receives the analog signals from the
connected cameras 24, 26, 28 and 30 as shown. It should be
understood that embodiments may include devices which in
addition to image data, acquire sound data, infrared signal
data and other types of data which can be sensed by sensing
devices, stored, recovered and analyzed by the system. Image
recorder device 40 further includes inputs which are sche-
matically represented as hard and soft triggers. Hard triggers,
examples of which are hereinafter described, are signals from
“hard devices” such as sensors. Such devices can generally
sense actions or conditions directly such as that a service door
on the ATM or to a service area has been opened. The image
recorder device also receives soft triggers which may include
signals representative of conditions or instructions which are
being sent as signals to other devices. Such soft triggers may
further include the signals on the interface bus 36 in the
embodiment shown or timing signals or other signals usable
to operate the image recorder responsive to programmed
instructions, time parameters, or other conditions or signals.

Soft triggers may also include timing functions. In some
embodiments the image recorder may monitor other types of
transaction messages and may operate in response thereto.
Such alternatives may include for example, systems where
the image recorder device 40 is not connected to the bus with
the transaction function devices, but instead monitors trans-
action messages being sent between an automated banking
machine or other device and a remote computer, and extracts
information concerning the operation of transaction function
devices from such messages. Other configurations and opera-
tional capabilities of the image recorder device will be appar-
ent to those skilled in the art from the description herein.

Image recorder 40 in the example embodiment is in com-
munication with an electronic communications network
schematically indicated 44. Network 44 in the described
embodiment may be a local area network such as an intranet
or may be a wide area network such as the Internet. In the
embodiment shown network 44 is a network that communi-
cates messages in protocols such as TCP/IP. The network is
used to further communicate HTTP messages including
records such as HTML, XML and other markup language
documents. Of course in other embodiments other commu-
nications methods may be used.

The image recorder device 40 includes a computer operat-
ing at least one server. The server is connected to the network
and has at least one uniform resource locator (URL) or other
system address. This enables the server to be accessed by
other terminals connected to the network as well as to selec-
tively deliver messages to connected terminals. It should be
understood that network 44 may be connected through inter-
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mediate servers to other networks. This enables the image
recorder device 40 to communicate with other types of remote
terminals including terminals connected to wireless inter-
faces such as pagers and cellular phones. If network 44 is an
intranet, intermediate servers which operate as a firewall may
be included in the system. Access to the Internet enables the
communication of messages to terminals located anywhere in
the world. Such communications capability may be valuable
in embodiments of the invention for purposes of image and
transaction data recovery and analysis, and for purposes of
sending messages to individuals to be notified of conditions
which exist at the automated banking machine.

A plurality of terminals 46 are shown connected to the
network 44. Terminals 46 may include a user terminal for
purposes of programming parameters into the data store 42 of
image recorder device 40. Alternatively terminals 46 may
include user terminals which may be used to analyze and
recover image data and transaction data from the image
recorder device. Alternative terminals 46 may include data
stores for storing image and transaction data which is down-
loaded from the image recorder device for purposes of storage
as later described herein. Alternative terminals 46 may
include document verification terminals for verifying the
authenticity of documents, identifying user data or for carry-
ing out other functions described herein. Typically terminals
46 include computers including a browser component sche-
matically indicated 48. The browser communicates with the
server in the image recorder device to access the image data.
Such a browser component may be commercial browsers
such as Netscape Navigator™, Microsoft Internet
Explorer™, Mozilla™ or other types of browsers. Terminals
46 also include other software and hardware components
schematically indicated 50 suitable for processing image
data, transaction data and other data that may be obtained by
accessing the server in the image recorder device 40.

Anexample terminal indicated 52 is shown in greater detail
in FIG. 2. Example terminal 52 may be a user terminal,
document verification terminal, data storage terminal, data
analysis terminal or other type of terminal for inputting
instructions or analyzing data available in the system. Termi-
nal 1 52 in the example embodiment includes a computer
schematically indicated 54 which includes an associated data
store schematically indicated 56. As with other data stores
described herein, data store 56 may be a single data store or a
number of operatively connected data stores. Terminal 52
further includes in operative connection with the computer
54, input devices 58 and 60 which include a keyboard and
mouse respectively in the embodiment shown. Of course in
other embodiments other types of input devices may be used.
Terminal 52 further includes output devices. The output
devices in the embodiment shown include a monitor with a
display 62 and a printer device 64. Of course in other types of
terminals other types of output devices may be used. The
terminal 52 includes a computer with a browser component as
previously described. The browser in the terminal communi-
cates with the server in the image recorder device 40 through
the network 44 for purposes of carrying out the functions later
described in detail herein. Terminal 52 may also have a server
operating therein as well as other software components.

The operation of example embodiments are further
described with regard to the interaction of logical compo-
nents of the system described in connection with FIGS. 3
through 9. It should be understood that the logical compo-
nents are generally combinations of software and hardware
used in carrying out the described functions. As shown in
FIG. 3 the input signals from the cameras, microphones or
other input devices are input to the device switching control-
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ler component 66. The device switching controller compo-
nent in example embodiments may include several compo-
nents. The switching controller delivers signals, which in the
described example embodiment are analog signals, selec-
tively in response to a record acquisition control component
68. The record acquisition 68 component receives hard and
soft trigger signals including signals which control or other-
wise indicate the operation of the transaction function devices
in the automated banking machine or other signals which are
used as an indicator to initiate a sequence of actions. The
record acquisition component executes the instructions
which indicate which image signals are desirable to process
and record in response to the trigger signals. The record
acquisition component further includes or works in connec-
tion with stored instructions, which are operative to detect
conditions such as loss of usable video from a camera or other
input device, and to begin acquisition of data from other
devices in response thereto.

The example record acquisition component also operates
in connection with stored programmed instructions to sense
motion in the field of view of selected cameras or other input
devices. As later described such instructions may include
limiting the area of analysis to one or more selected detection
areas within a field of view, and disregarding other areas. The
record acquisition component may further process and pass
off other data such as transaction data related to the operation
of an automated banking machine for storage in correlated
relation with image data. In some embodiments transaction
and other numerical type data is selectively captured and
stored in file records that are maintained separately from
image data. Such transaction data may be correlated with
image data at the time (which also indicates a date or other
period of time) associated with the activity which is recorded
for both image and transaction data. However, in other
embodiments of the invention other methods for such corre-
lation may be used.

In this example embodiment the record acquisition com-
ponent in accordance with programmed instructions further
controls encryption techniques used in connection with
image data, as well as data compression techniques which are
used for storing images. The record acquisition component
may further operate to store data and control other activities
such as the sending of e-mail or other messages in response to
the occurrence of certain conditions.

The record acquisition component 68 in this embodiment
operates to send one or more camera signals to a frame grab-
ber component 70. The frame grabber component is operative
to generate digital 1 image data corresponding to the analog
camera signals which are passed to the frame grabber by the
record acquisition component. Of course in embodiments
where digital cameras are used the image data does not need
to be digitized by a separate component. The image data from
the frame grabber in this example embodiment is passed to an
encryption/authenticate component 72 which may be oper-
ated to include authenticating information within the image
data. Such authentication data may include digital signatures,
digital watermarks or other data which can be used to verify
that an image has not been tampered with since it was
acquired. In addition component 72 may operate to encrypt
image data so as to minimize the risk of such data being
accessed by unauthorized persons. In alternative embodi-
ments such an encryption component may not be used.

A data compression component 74 may operate to com-
press the image data to minimize the amount of storage
required for holding it. Such data compression may be per-
formed through a number of different standard or nonstand-
ard schemes. The degree of data compression may be selec-
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tively controlled. In this example embodiment, the degree of
data compression is programmable and may be changed
through real time inputs or may be programmably controlled
to change the degree of data compression. For example
instructions stored in connection with the record acquisition
component 68 may dictate that in response to certain events
which are detected through hard or soft triggers, high quality
image acquisition is required. In such cases data compression
may not be used or a lesser degree of data compression may
be used, to increase the quality of the images. Of course in
such circumstances the record acquisition component may
also increase the frequency at which images are captured
from various input devices. In some instances, the image
capture frequency may be increased to the extent that clips of
generally visually continuous images are captured and stored.

After the image data is compressed in the example system,
it is transferred to a RAM cache store component 76. The
RAM cache store stores the image and transaction data (and
other system data that the record acquisition component may
dictate be stored for a period of time). It should be understood
that embodiments may operate to analyze cache store data for
purposes of detecting and analyzing image and transaction
data and for taking action in response thereto in accordance
with programmed instructions. In some embodiments the
record acquisition control component 68 operates to place
images in storage from all cameras on a regular or non-regular
periodic basis. These records initially do not correspond to
any triggering event. However, some embodiments may oper-
ate in response to programmed instructions when a triggering
event occurs to associate one or more images immediately
preceding the triggering event to be associated with the
images captured in response to the triggering event. This
enables embodiments of the system to capture and retain
those images of conditions which existed prior to an event.
Such images may often provide valuable information con-
cerning activities that preceded and/or caused the event.

In this example embodiment, from the RAM cache store,
image and transaction data is transferred in the system to a
disk cache store 78. From the disk cache store 78, image and
transaction data is subsequently transferred to an archive
store component 80. The archive store component may in
some embodiments be a permanent or temporary storage
media such as a removable storage media as hereinafter
described. Alternatively the archive store disk may be a CD-
R/W type device or similar storage media which may provide
temporary or permanent non-modifiable storage of image
and/or transaction data. Alternatively various types of storage
devices that may be off loaded or overwritten may be used.

The archive store component operates in connection with a
file management component 82. The file management com-
ponent 82 operates in accordance with programmed instruc-
tions to perform various operations. The file management
component works in connection with other components to
provide access to stored image and transaction data. The file
management component also enables control of 1 available
memory to facilitate storage of data and minimize the risk that
transaction and image data will be lost.

As represented in FIG. 4 the file management component
82 may work in connection with interface 84 to provide
access through an intranet schematically indicated 86. As
previously mentioned, terminals connected to the intranet
may be used to access the stored data. A server 88 which
operates as a firewall may be used to provide selective access
to the intranet and to provide access to other networks. Such
other connected networks may include a wide area network
such as the Internet.
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Alternatively an interface 90 may be used to provide access
directly to the Internet schematically indicated 92. Appropri-
ate controls may be used to minimize the risk of unauthorized
access such as passwords and/or public key encryption. Digi-
tal signatures, session keys and the like may also be used to
limit access to authorized persons.

An interface 94 may be provided to telephone communi-
cations networks. This may be accomplished through a dial
up connection or a cellular connection. Such an interface may
be provided for purposes of sending messages such as pager,
fax or voice mail communications selectively to remote users
or facilities.

An interface 96 to a lease line or other dedicated commu-
nications line may be provided for purposes of providing for
both messaging and data communication. Of course in other
embodiments other types of communications interfaces for
communicating messages and for providing access to) image
and transaction data may be used. The particular configura-
tion used will depend on the needs Of the system and the
capabilities of the remote communications method.

As discussed previously, the file management component
82 may be in operative connection with a fixed local storage
component such as a data store schematically indicated 98.
The local data store 98 in some embodiments may include
database software operating in a data store in connection with
a processor or computer in the automated banking machine.
Alternatively the database may operate on the computer
within the image recorder device 40 or in other computers
operatively connected with the image recorder device.

In some embodiments, the image recorder device 40 or a
connected device may include an image and transaction data
recorder schematically indicated 100 in FIG. 4. The transac-
tion data recorder operates to record image and/or transac-
tion, or other data on a removable storage medium 102, such
as a CD-R/W or other storage device. Such a removable
storage device may include a permanent storage media which
requires periodic replacement, but which is not subject to
later possible modification as is the case with erasable stor-
age. Such removable storage media may work in conjunction
with other local storage or remote storage. Operating under
the control of the file management component 82, this feature
may in some embodiments enable storage of data in other data
stores which accept overflow data on a temporary basis when
the removable storage medium has become filled. When the
removable storage media is changed, the recorded data in
temporary storage in the other data store is transferred
thereto. Alternatively, the file management control compo-
nent may operate to periodically erase images and data as
storage space is needed. This may be done selectively based
on the age of the image, the nature of the event causing image
capture or other parameters. Of course other approaches may
be used.

As previously discussed, the file management component
82 may alternatively operate to cause the computer within the
image recorder device to off-load image and transaction data.
The off-loading of data may be made to remote storage
devices schematically indicated 104 associated with con-
nected terminal devices to which data may be sent through the
network 44. Of course in alternative embodiments other
approaches and techniques may be used.

FIGS. 5 through 9 are schematic views which represent the
operation of components comprising executable instructions
in example embodiments of the system. These components
are preferably software components which operate in connec-
tion with the record acquisition component 68 and the device
switching control component 66. In FIG. 5 a logic flow asso-
ciated with motion detection is shown. The inputs from the
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cameras or the other input devices are processed by a detec-
tion area definition component 106. The definition compo-
nent contains data and instructions representative of one or
more detection areas in the field of view of particular cameras
that are to be analyzed and/or disregarded for purposes of
detecting motion.

In some systems motion may be occurring fairly frequently
within a field of view of the camera, but such motion is not of
interest and it is desirable to not capture image data in
response to such motion. For example when a camera is
located in the security area from which the serviceable com-
ponents of the banking machine are accessed, motion may
normally occur within a portion of the field of view of the
camera while in other portions of the field of view motion
only occurs when the machine is being accessed. A camera
located in an ATM vestibule may have a window within its
field of view. Activity occurring outside the window may not
be of interest and optimally should not result in image data
being recorded. Motion detected through the window is dis-
regarded responsive to programmed instructions in the
motion detection component which excludes from the analy-
sis movement detected within the window portion of the field
of view.

A camera positioned in the interior of an ATM housing may
detect motion even when the service door of the machine is
not open. This may occur due to flashing LEDs or other
indicators within the interior of the machine. The detection
area definition component 106 may define detection areas
that exclude such sources of light or motion from the motion
detection analysis. In certain systems vibration or other regu-
lar movement may cause certain fixed objects to appear to
move relative to a camera’s field of view. The detection area
definition component may be used to exclude from the analy-
sis images of known objects within an area of normal move-
ment. The detection area definition component establishes 1
those areas of the field of view of each camera in which
changes in the image indicative of motion are to be analyzed
and/or those areas in which changes indicative of motion are
not to be analyzed. It should be understood that the definition
component may in alternative embodiments apply to other
sensing devices such as infrared sensors or other sensor types
which have a field of view for sensing regions in which
activities are to be disregarded. It should also be understood
that the definition component 106 may also be set such that all
regions in a field of view which make up an image are ana-
lyzed for purposes of motion detection.

The detection area definition component in the example
system may be configured remotely by authorized users at
user terminals connected to the network. This is preferably
accomplished by inputs which divide portions of the field of
view of each camera into one or more areas where detected
motion is of interest and not of interest. Such areas are pref-
erably designated graphically on the output screen of a user
terminal and are readily changed by inputs from authorized
users.

The detection area definition component communicates
with a motion detection component 108. The motion detec-
tion component includes instructions which operate to com-
pare sequential images obtained from the camera inputs. In
one example embodiment this is done by comparing intensi-
ties or color of corresponding pixels in one or more sequential
or related images. The sequential or related images may be
analyzed at periods fairly close in time. Changes in intensity
or color of corresponding pixels of greater than a threshold
amount are counted or otherwise mathematically analyzed.
Changes above the selected threshold for at least a selected
number of pixels in the entire image or selected detection
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area(s) of the image, indicate a substantial enough change
such that motion is considered to have been detected. When
motion is detected in an area of interest, the motion detection
component signals a device within control component 110
which operates the device switching controller 66 and the
record acquisition component 68 to acquire image data from
the camera at which motion has been detected. The system
may also move into more permanent storage image data cap-
tured prior to the triggering event depending on its program-
ming.

It should be understood that the motion detection feature is
only used to capture images from those cameras for which the
system has been programmed to acquire image data based on
motion detection. In the example system shown, this is gen-
erally in the secure areas within the machine or an exterior
area adjacent the area where a servicer performs operations. If
the system is not programmed to acquire image data based on
motion detection from a particular camera, motion within the
field of view of that camera will not result in the more per-
manent storage of image data.

As previously discussed alternative systems or devices
may operate to capture images on a generally continuous
periodic basis. Such images may be temporarily stored in a
queue or other memory and erased after a period of time.
Example systems may be programmed such that motion
detection may be determined based on comparisons of pixels
which make up these digitized images. The detection of
motion may also cause the system to operate in accordance
with programmed instructions to retain one or more images
from the queue that preceded image in which motion was
detected, and to store these prior images in correlated relation
with the images captured in response to the triggering event.
This feature enables an operator to review the conditions in
the field of view of the camera prior to the triggering event.
Such information will often prove useful in determining con-
ditions or activities which led up to the triggering event.

The memory configuration of the described embodiment
provides advantages in that the system is enabled to capture
image and transaction data while delivering image and trans-
action data from storage. As a result unlike some prior art
systems, the capture of image data does not have to be sus-
pended while images are recovered or downloaded from the
system. Further, the configuration of the system enables cap-
turing image data from a number of sources virtually simul-
taneously. This solves a problem associated with certain prior
systems which when configured to detect motion, operate to
record only from a particular camera where motion has been
detected. Other image data cannot be captured while image
data is being captured from the camera where motion was
detected. This presents opportunities for compromise of such
systems by creating a diversion at a first camera and then
carrying out improper activities within the field of view of
another camera. The example embodiment does not suffer
from this deficiency as image data may be captured in a
plurality of cameras virtually simultaneously, and triggering
the capture of images based on detection of motion at one
camera does not suspend image capture from other cameras.
The system can also be delivering image and transaction data
to a remote location while concurrently capturing such data
from a plurality of sources.

The motion detection feature may operate in connection
with an analysis component 112. The analysis component
112 may be used in various embodiments to determine vari-
ous information of interest. This may include for example to
measure how long it takes a particular servicer to perform
particular service functions within a machine or within a
service access area. Alternatively, the analysis component
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may be used to determine how long customers remain watch-
ing an output device on the banking machine before, during or
after a transaction is completed. This may be used to provide
information concerning the degree of interest that a particular
customer or customers in general may have in a particular
type of promotional presentation that is made at the auto-
mated banking machine or other output device. Such infor-
mation may be recorded in connection with the data store and
later used for further analysis. Such analysis may include in
the case of the servicer, comparing performance of service
providers or determining the relative ease of servicing of
various types of machines or components. It can also be used
to determine if, or for how long, a servicer had activity related
to a component in the machine. In the case of customers and
users, the analysis data may be used for targeting promotional
type information to users in the future and/or for evaluating
the effectiveness of marketing type activities presented
through the automated banking machine. The functions per-
formed by the analysis component 112 on the captured data
will depend on the particular nature of the data to be analyzed,
but such analysis may be facilitated by the availability of
image and transaction data which is stored in correlated rela-
tion in the data store with the movement analysis data so that
the validity of any conclusions made can be verified.

FIG. 6 schematically represents a further aspect of the
operation of certain example embodiments. FIG. 6 represents
an example of how the system operates to capture image and
transaction data in response to hard trigger inputs. Such hard
trigger inputs generally correspond to sensors which sense
conditions or other activities adjacent to the machine. As
schematically represented in FIG. 6, a sensor 114 provides an
input signal which is received by a hard trigger logic compo-
nent 116. The hard trigger logic component is operative to
determine the nature of the input and to communicate with a
timing/sequence logic component 118 which controls what
occurs in response to the particular input corresponding to a
triggering event.

For example the sensor 114 may be representative of a
sensor which senses when a service door on an automated
banking machine is opened. The executable instructions pro-
grammed in connection with the system include instructions
which comprise a sequence which controls what is to happen
when this event is sensed. The timing/sequence logic compo-
nent 118 will generally include information that may be time
dependent, and/or a sequence of actions which are to occur.
The sequence may include for example having image data
captured generally continuously from particular designated
cameras while the door is open. The sequence may further
include sending one or more e-mail messages to particular
e-mail addresses through the network so that individuals are
notified that the machine has been accessed. As different
entities may have responsibility for servicing machines
depending on the date of the week or time of day, the routing
of such messages may be time dependent and the pro-
grammed instructions may operate to send the messages to
different addresses depending on the time that the event
occurs. Such messages may include electronic mail messages
which have one or more of the images captured included
therewith.

The timing/sequence logic component 118 works in con-
nection with a device switching control component 120. The
device switching component 120 is operative to work in con-
junction with the device switching controller 66 and the
record acquisition control 68 to acquire image data from the
selected cameras through the frame grabber. The device
switching control component 120 may also be programmed
in other embodiments to take other actions such as to operate
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orinterface with alarm systems, automatic locking systems or
other types of devices. In addition as previously described the
timing/sequence logic component may also operate to tem-
porarily acquire images from various cameras or other image
capture devices on a periodic basis. The programmed instruc-
tions associated with the particular triggering event may
include storing on a more permanent basis one or more
images captured prior to the triggering event. These images
may then be stored in correlated relation in the data store with
the images related to the event. Such information enables an
analysis to be made as the causes or events preceding the
triggering event.

FIG. 7 is a schematic view of the operation of the system to
acquire image and transaction data in response to soft trigger
inputs. Such soft trigger inputs may include for example
messages to or from transaction function devices on the inter-
face bus within an automated banking machine. Alternatively
such soft trigger inputs may include transaction messages
transmitted between an automated banking machine and a
host. Other types of soft trigger inputs may include receipt of
other electronic messages either alone or in relation to other
messages, so as to indicate a condition which requires image
or transaction data acquisition. Other types of soft trigger
events may be initiated in response to timing functions which
operate based on programmed instructions and the current
time, or which are timed from other events.

The soft trigger logic component 122 is operative to receive
the soft trigger inputs and to analyze the nature of the condi-
tions represented by the inputs received. For example the soft
trigger logic component may determine based on software
instructions stored in memory that particular signals on a bus
or line being monitored represent the input of a customer card
to a card reader and the account number associated with that
card. In certain embodiments such account data is captured as
part of the transaction record data and the input of such a card
to the card reader is used as a trigger to capture image data so
that there is a record of the user that input the card. Likewise
messages indicative of the presentation of cash to a customer
by apresenter may be detected and used as a further triggering
event to capture image data.

In certain example embodiments a series or set of images is
captured in connection with a transaction carried out by a user
in an automated banking machine. Such images in the set are
preferably captured in response to the operation transaction
function devices on the machine. Such images are stored and
may be recovered and displayed together for later analysis.
The storage of multiple images in a set related to customer
transactions increases the likelihood that suitable images of
the user and/or background will be acquired which may prove
useful later if such images require analysis. In addition, the
fact that account data and/or other transaction data is captured
in connection with the image data and can be correlated
therewith, enables searching the transaction data to recover
the image data associated therewith. For example, because
the transaction data commonly captured may include the
account number as well as the user name encoded on the card,
the transaction data may be searched using these parameters.
This enables readily identifying transactions corresponding
to these parameters and retrieval of the image data associated
therewith. This greatly reduces the time to locate pertinent
images compared to other systems. In addition, other types of
sorting parameters may be used to recover images. These
include for example, time periods during which transactions
were conducted, amounts of deposits, amounts of withdraw-
als or other transaction parameters. Any of these transaction
parameters that are stored in connection with or which may be
correlated to image data may be used to selectively identify
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and recover images. Some example embodiments may utilize
face recognition software, such as is available from Lernout
& Hauspie or other commercial sources, such that images
may be searched for individuals based on data corresponding
to an individual’s facial characteristics. Other embodiments
may include image acquisition devices such as biometric
readers and scanners and image data from such image acqui-
sition devices may be searched for corresponding biometric
data. Of course in other embodiments other approaches to the
capture of image data, transaction data and other types of soft
trigger and/or search logic may be used.

Soft trigger logic component 122 operates in connection
with a timing/sequence logic component 124. The timing/
sequence logic component is operative responsive to pro-
grammed instructions input by a user during the setup of the
system. The timing/sequence logic component operates to
capture image and transaction data selectively from various
cameras and/or transaction function devices depending on
events that are occurring and/or the date and time of such
events. For example if particular transactions are occurring
the timing/sequence logic component may take special
actions different or in addition to those taken with regard to
other actions. An example may be when a customer seeks to
deposit more than a certain amount of funds in the machine or
seeks to cash or obtain value for an instrument. The timing/
sequence logic component may capture more frequent
images or images from additional cameras during the trans-
action. Another example may be in the case of a reportedly
stolen card. If the soft trigger logic identifies the input card as
stolen, the logic component may operate to not only acquire
additional image data, but also to send messages through the
system or through other communications channels to police
or other authorities. Example embodiments may be in con-
nection with at least one data store, which includes data
corresponding to one or more images of users that are and/or
are now allowed to operate the machine. For example, a data
store may include image data corresponding to at least a
portion of an image of a plurality of users authorized to carry
out one or more transactions. The captured image data for a
user of the machine may be compared to stored data and the
machine enabled to operate and/or capture certain image data
in response to the authorized user’s image data being sensed.
Stored image data may also or alternatively include data
corresponding to individuals who would not be able to con-
duct some or all transactions. This may include for example,
known or suspected criminals, and in response to sensing
image data associated with such an individual, the operation
of'the machine or the carrying out of one or more transaction
types by the machine, would be prevented in accordance with
the programming of the machine.

An alternative embodiment may be used in connection
with a banking machine which includes check accepting or
other document accepting devices where the authenticity of
the inserted document may require verification. The timing/
sequence component may work in connection with an imag-
ing device with in the automated banking machine to capture
an image of indicia on the inserted document, and to transmit
an image of the document while the transaction is ongoing to
a verification terminal in the network. Such a document may
be viewed at such a terminal and/or electronically analyzed to
compare the image of the document to verification informa-
tion such as a handwriting or signature database for purposes
of determining authenticity. The destination where such mes-
sages are sent may be varied depending on the nature and/or
amount ofthe document, the time of day and other parameters
depending on the instructions associated with the timing/
sequence logic component 124.
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Other example applications of timing/logic sequence
include minimizing the use of available image data storage by
reducing or eliminating the amount of image data acquired
related to certain transactions. For example the timing/logic
sequence may include instructions to capture fewer or no
image data related to transactions conducted that are of cer-
tain types. This may be appropriate for example in the case of
an account balance inquiry. Likewise the instructions may
provide that a dispense of cash below a particular amount,
such as for example $100, may not result in the acquisition of
image data. Likewise, certain deposit transactions for certain
customers within certain limits may not require the capture of
image data, or may have the system capture alesser number of
images than is captured in connection with other transactions,
or the same transaction carried out by another user.

The timing/sequence logic component 124 may operate in
connection with instructions that capture additional image
data in connection with certain transactions by certain indi-
viduals. Additional image or transaction data may be captured
based on selected time of day, or a combination of time and
day, amount or the nature of the individual customer. Various
schemes for using customer profile data time of day data and
other information accessible through the network may be
used in combination with the soft trigger inputs to selectively
control the image and transaction data capture capabilities,
and the message sending and device control capabilities of the
system in response to selected circumstances that may arise in
the operation of the automated banking machine.

A device switching control component 126 operates
responsive to the timing/sequence logic component to cap-
ture image data during the transaction. The device switching
control component further operates to capture transaction
data in connection with the transaction. This may include for
example time and date data, account number data, amount
data, transaction number data, user name data, machine loca-
tion data and other data which can be derived from the soft
trigger inputs or other information available to the machine.
Such data may also include multiple items of similar data
such as time data. This may be desirable for example when the
ATM has an internal clock and the image storing device has
its own associated system clock which may not be perfectly
synchronized with the ATM dock. Capturing time data cor-
responding to both clocks may avoid confusion. Alterna-
tively, programming may be provided for automatic clock
synchronization and/or for obtaining time data or setting sig-
nals from another source.

In example embodiments, the nature of the related data
analysis can be set by the user during setup of the system. This
is done through a user terminal and is preferably accom-
plished by selecting options in a setup window such as shown
in FIG. 25. The related data analysis and storage component
128 operates to capture and store the selected data. The data
analysis and storage component is further operative to store
the related transaction and other data in correlated relation
with the image data. In certain embodiments of the invention
such correlation is provided by storing data representative of
the time and date associated with the image data and transac-
tion data. In other embodiments other approaches to correlate
the image and transaction data may be used.

In alternative embodiments the data storage and analysis
component 128 may also include instructions for analysis of
received data such as to provide statistical analysis related to
use of the machine. Such data may be used in connection with
developing a historical use pattern for the machine which may
be used in connection with the memory allocation activities
performed by embodiments of the system as later discussed
herein.
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FIG. 8 is a schematic view of the logic flow associated with
operation of embodiments where a lack of usable video infor-
mation is detected with a camera that is to be operated in the
course of a transaction. It should be understood that the lack
of a usable video logic may operate in connection with the
motion detection logic, hard trigger logic or soft trigger logic
previously described.

A lack of usable video detection component 130 operates
in response to executable instructions to determine if a cam-
era that is or may need to be operated is not providing suitable
image data. This is done in an example embodiment by com-
paring pixel data from the areas of the image that are indicated
to be of interest by the detection area definition component
106 or from the entire field of view. The lack of usable video
component 130 determines if pixels which comprise an
image are generally all above or all below certain intensity or
color levels and/or are lacking in contrast across the image so
as to not provide a suitable image. The logic may check for
example if generally all pixels are indicated as dark, which
may suggest that a camera is being blocked or a lens has been
spray painted so as to obscure the camera. Likewise the logic
may check to determine if the pixels are generally all above a
certain intensity value which may indicate that a glare con-
dition created by reflected sunlight or a light operated by a
person is obscuring a camera. The lack of usable video com-
ponents may also operate based on detecting a rapid, large
change in the field of view, or such a large change followed by
an extended period without any change. A lack of usable
video may also be based on detection of certain relatively
unchanging high contrast images or sensing an unchanging
image in a selected portion of a field of view. The lack of
usable video component 130 may also be operative to detect
that the camera signals have been interrupted. Various
approaches may be taken to making a determination that there
is a lack of usable video.

A timing sequence logic component 132 operates respon-
sive to component 130 to take action in response to the con-
dition. The action is taken in accordance with a programmed
sequence which in the example embodiment is set up by a
user and stored in a data store. The sequence may include for
example responding to a lack of usable video by capturing
image data from additional cameras. For example ifin FIG. 1
camera 24 is unable to provide usable video, image data may
be captured from 5 camera 26. The programming of the
system may also operate in response to detecting a lack of a
usable video event to store in connection with the event one or
more prior images that had been obtained and stored tempo-
rarily from the camera which is considered to be no longer
providing usable video. Such images may be useful in deter-
mining the cause of the loss of usable video and/or the iden-
tities of persons which may have caused the loss of video.

In some example embodiments the timing sequence logic
component in response to the lack of usable video may cause
the server component to generate a message to selected
addresses in the network to indicate the nature of the condi-
tion. Such messages may include therewith one or more
images. Likewise the timing sequence component may for-
mulate messages to service entities responsible for repairing
the system to indicate that there is a problem. In alternative
embodiments the timing sequence component 132 may oper-
ate to perform activities through additional interfaces or com-
puters such as turning on alarms, actuating additional light-
ing, contacting police authorities and/or disabling the
automated banking machine. Such activities may be per-
formed depending on the setup of the system as programmed
by user.
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The timing sequence logic component 132 operates in
connection with a device switching control component 134.
The device switching control component operates to capture
image data responsive to programmed instructions and may
also interface with other devices and systems to carry out
functions determined by the timing sequence logic.

FIG. 9 shows an alternative logic flow used in connection
with embodiments in which features of a user are used to
identify and/or authenticate the user or actions carried out
thereby. The logic flow represented in FIG. 9 includes an
identification data acquisition component schematically rep-
resented 136. The identification data acquisition component
in an example embodiment operates to acquire data with a
camera or other device for acquiring image data concerning a
physical feature of the user. 5 For example camera 24 may be
used to acquire camera signals corresponding to a face of the
user. An identification processing component 138 is used to
compare the image data acquired to image data correspond-
ing to a set of authorized users. Such authorized user data may
be stored in a data store. As schematically indicated this data
store may be within the automated banking machine or may
be accessible through a network. Such identification process-
ing may process not only user image data but also other data
such as data from an object provided by a user, voice data, iris
scan data, retina scan data or other data that can be used to
indicate that a transaction is authorized.

If the identification processing component 138 is unable to
identify the user then such information is provided to a
machine control interface component 140. The interface
component prevents operation of the machine but operates
the system to capture image data related to the person who
was unable to operate the machine. Alternatively if the user is
identified as an authorized user by component 138, the
machine control interface may authorize further operation of
the machine, or may authorize such further operation if other
indicia such as voice, numeric or other inputs correspond to
the authorized user. Again the machine control interface com-
ponent will operate to acquire image data concerning the
authorized user. A data analysis storage component 142 oper-
ates to store data related to the transactions conducted by the
authorized user and is operative to store transaction data in the
data store. This may include the various types of transactions
conducted by the user and may further include storing in
correlated relation with the user data, data representative of
instruments deposited by such a user, instruments produced
for such an authorized user or other information related to the
user’s transaction which is stored for later recovery. The
nature of the transaction information captured will depend on
the nature of the automated banking machine and the image
and transaction data captured in connection therewith.

The capture of images from the various cameras on a
continuing basis in embodiments of the 5 system may also be
used for other purposes. For example, the facial features of
criminals, missing persons or other individuals of interest
may be stored in connection with the data store. The system
may operate so that content of images captured on a continu-
ing basis from cameras, or alternatively images captured in
response to triggering events, are analyzed so that the facial
features of persons in images are compared to images stored
in the data store. Responsive to finding a match the system
may operate in response to programmed instructions to trig-
ger a sequence which may include capturing additional
images, sounding alarms or sending messages electronically
to selected individuals or entities. In some embodiments the
machine may also operate to avoid carrying out one or more
transactions for such individuals such as preventing delivery
of one or more documents to such individuals, for example
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tickets for transportation. Messages sent may include there-
with the captured images as well as information concerning
the person who was indicated to be recognized. Such facial
recognition may be carried out for example in some embodi-
ments using software such as Face-It™ software which is
commercially available from Lernout & Hauspie. Of course
in other embodiments, other components and approaches to
recognizing persons and images may be used.

In addition, because some embodiments may include
image data stored in response to transactions and other trig-
gering events, the stored data may be retrieved using the
parameter of facial features or a particular individual’s
appearance. This may be done for example to identify
instances where a particular service person has worked on a
particular machine. Alternatively transaction data may be
reviewed to determine instances where a particular individual
may have used the debit or credit cards of another person in
conducting transactions. Numerous uses of searching
through the image data using such parameters may be used.

Alternatively or in addition, the image data received by the
system may be analyzed on a real time or periodic basis for
the presence of other features in images. For example, images
captured from a camera adjacent to an automated banking
machine may be analyzed for the presence of certain objects
which appear in the field of view of the camera. Such objects
may include for example certain types of criminal tools used
to attack the automated banking machine. Alternatively,
objects which may be recognized may include certain types
of' weapons or other objects. Various body positions such as a
person raising their arms or lying down might also be recog-
nized. In response to a capture image having the image con-
dition of including an object or characteristic which corre-
sponds to one which is recognized by the system responsive
to stored logic, appropriate responsive actions may be taken.
Again, such actions may include sounding alarms, shutting
down the automated banking machine and/or sending mes-
sages including messages which include images to pro-
grammed addresses or devices. Embodiments of the inven-
tion may operate in conjunction with or as part of a system as
described in U.S. Pat. No. 5,984,178 which is owned by the
assignee of the present invention and the disclosure of which
is incorporated herein by reference as if fully rewritten herein.
The identification of particular individuals, objects or fea-
tures in the field of view of a camera may be operative to cause
the dispatch of messages through one or more types of mes-
sage media to predetermined recipients of such information.
The dispatch of messages may include synthetic voice mes-
sages dispatched by phone or similar media, paging, radio
messages or other types of messages. In addition, the
responses to such messages may be monitored and tracked in
accordance with programmed parameters to assure an appro-
priate response occurs.

A further advantage of some embodiments is that the stored
image data is capable of being searched for other visual
conditions or appearance features. For example, stored image
data may be searched to uncover images which were stored of
users with certain facial characteristics. Such characteristics
may include features that may be recalled by another person
of'a potential witness to an activity which occurred in the area
where the image capture system is operating. Such image
capture capability enables images to be sorted to look for
persons with features such as certain hair color, facial hair,
skin color, tattoos, earrings, jewelry, or glasses as well as for
certain types or colors of apparel. This may include for
example hats, ski masks, bandanas, ties and jackets. Of
course, as previously discussed such features may also
include features of a face of a particular individual. The
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ability of certain embodiments to sort through image data and
to recover images based on one parameter or a combination of
parameters enables the recovery of images that using prior
systems would require considerably greater time and effort.
As can be appreciated from the foregoing description,
embodiments may provide many uses and advantages com-
pared to prior art systems.

FIG. 10 is a schematic view of an alternative form of a
transaction record system generally indicated 144. System
144 includes an automated banking machine which in the
example system is an automated teller machine schematically
designated 146. Automated teller machine 146 is similar to
the ATM described in the previous embodiments in terms of
its outward appearance and configuration. However, the com-
puter and software architecture of ATM 146 differs.

ATM 146 includes a plurality of transaction function
devices 148. The transaction function devices include devices
which can be used to carry out transaction functions with the
machine. These may be similar to the transaction function
devices of the previous embodiment. The transaction function
devices generally include input devices such as a card reader,
keypad, touch screen and/or function keys. The transaction
function devices may also include devices for dispensing
sheets and currency such as a bill dispenser and bill presenter.
The transaction function devices may also include a deposi-
tory, printing devices for printing transaction receipts, print-
ing transaction records and other documents. The transaction
function devices may also include a number of other devices.

The transaction function devices are operative in response
to a device manager/interface component 150. The device
manager interface component may be comprised of applets,
programs or other applications written in a language such as
JAVA by Sun Microsystems or Active X and/or C# by
Microsoft. Component 150 preferably includes data and
instructions which represent operational relationships among
the devices, and such data and instructions are schematically
represented by a data store in connection with component
150.

The device manager/interface component 150 preferably
operates the devices in response to HTTP format messages
which are delivered by a device server 152. The device server
152 similarly includes a plurality of applets or other programs
which operate responsive to messages received by the device
server. The device server contains the instructions which gen-
erally operate to control, coordinate and limit the operation of
the transaction function devices within the ATM.

ATM 146 further includes a document handling portion
154. Document handling portion 154 is operative to process
HTML documents and HTTP messages which the document
handling portion selectively accesses. The document han-
dling portion 154 includes a browser for selectively process-
ing HTML documents or other documents. The documents
accessed by the browser may include therein instructions
such as JAVA script which are processed by the browser and
which are operative to cause a computer to output messages
through an output device such as a screen display of the ATM.
The document handling portion 154 of this example further
includes a server device that is operative to output messages
to the other components of the machine as well as to a net-
work 156 to which the machine is connected. The document
handling portion 154 may access HTML or other documents
through a bank server 158 or other servers which are con-
nected to the network 156. The bank server 158 may also send
and receive messages from the device server 152 and other
components of the machine. As shown schematically, the
bank server 158 is in operative connection with a back office
processing system 160. The back office processing system is
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operative to maintain data records and account information,
as well as to provide information for generating documents
and messages which are delivered by the bank server 158.

It should be understood that ATM 146 may be operated
through messages exchanged with plurality of servers which
are connected to the network 156. This may include other
bank servers directly connected to the network 156 as well as
bank servers which are connected to a further network 162
which can be transmitted through a control server 164. An
example of such a system would be a system in which net-
work 162 is a wide area network such as the Internet and
control server 164 serves as a firewall limiting the servers
from which the automated teller machine 146 may receive
instructions. It should further be understood that the docu-
ment handling portion 154, device server 152 and device
manager/interface component 150 may in some embodi-
ments comprise components which communicate through the
operating system of the computer on which the components
reside, or may communicate on a local area network which
operatively connects the components of the machine. It
should further be understood that in other forms of the inven-
tion the machine may be connected directly to the wide area
network.

In the example embodiment shown in FIG. 10, the server
component associated with an image recorder device resides
on the computer which operates at least some of the transac-
tion function devices of automated teller machine 146. An
image server component 166 is resident on the computer
within the automated teller machine and is accessible through
the network 156 at an address on the machine. As in the prior
embodiment, the image server is in operative connection with
atleast one data store 168. The data store 168 includes execut-
able instructions carried out by the image server as well as
image and transaction data. It should be understood that the
data store 168 may represent a portion of overall memory
available in connection with the computer operating the auto-
mated teller machine 146. Alternatively data store 168 may
include a separate data store such as a recorder with a remov-
able storage media or a combination of allocated storage
available on the computer in the machine and a separate data
storage device.

It should be understood that in certain embodiments the
computer in the automated teller machine 146 operates in a
Microsoft Windows NT® 2000, or XP software environment
and data storage is allocated between the components oper-
ating in the machine. Further the transaction data storage
associated with the captured images accessible through the
image server is shared with other transaction data storage
maintained for transactions carried out by the machine, to
reduce duplicate storage of data. Such transaction data stor-
age information may be stored in the machine for purposes of
archiving or accumulating batch data which may be later
transferred to the back office 160 through the bank server 158
or to other locations. It should further be understood that in
some embodiments, image data may be downloaded to other
devices connected to the network 156 and accessed therefrom
while transaction data may be maintained in storage at the
ATM or in a different data store within the network. The
downloaded data may be erased or overwritten after down-
loading to provide added storage space at the machine. Alter-
natively image data may be downloaded with or at generally
the time of each transaction at the machine.

The example embodiment enables accessing image and
transaction information from different locations. This is
accomplished by coordinating image data and transaction
data which may be accomplished in some embodiments by
including with the image data, data representative of a source
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as well as information corresponding to a time associated
with the transaction as previously described. This enables
correlating the image data with the source transaction data
corresponding thereto based on time and date. Of course other
alternative approaches to recovering and correlating transac-
tion and image data may be used.

As shown in FIG. 10 image server 166 is connected to a
hardware interface schematically represented 170. Hardware
interface 170 is shown connected to cameras 172 as in the
previous embodiment. Hardware interface 170 of the
example embodiment performs the switching, acquisition
control, digitizing and hard trigger receiving functions
described in connection with the previous embodiment. Inter-
face 170 may also be used to provide outputs for controlling
camera aiming devices (such as pan/tilt/zoom), focus devices,
lighting and other devices. It should be understood however
that the allocation of such functions between a plurality of
hardware and software components may be achieved in vari-
ous ways within various embodiments.

In the embodiment shown in FIG. 10 the image server 166
is in operative connection with components 150, 152 and 154
which are primary operational components of the ATM. Such
configuration readily enables configuring the image server to
cause the capture of image and/or transaction data in response
to soft triggers which are in the form of events which are fired
to components in connection with the server. Such program-
ming may be readily accomplished through visual program-
ming tools used in connection with programming in JAVA
and other languages. Such programming tools may include
Visual Age® by IBM and Visual Studio™ by Microsoft. Use
of'such programming enables readily establishing and chang-
ing the soft triggers for image and other data acquisition as
well as readily changing actions which may be taken in
response thereto.

As shown in FIG. 10 other terminal devices may be con-
nected to the network 156. This may include user terminals
174 of the type previously described as well as verification
terminals, data storage terminals and other types of terminals
that work in connection with the system. Network 156 may be
connected to interface devices schematically represented
176, which provide gateways to other communications medi-
ums of the type previously described. Such gateways may be
used for sending messages to servicers, police authorities or
other persons who are to receive messages in response to
events which occur at the ATM based on the sequence of
configuration data for the capture of image data stored in
connection with the image server or other computer.

As can be appreciated from the configuration in FIG. 10 an
authorized user operating a user terminal can access image
data by accessing the image server with a browser and recov-
ering image data from memory. This configuration further
facilitates analysis of image data by being able to correlate
transaction activity and the operation of transaction function
devices with image data. Further the capability of the example
embodiment of the invention to capture image and transaction
data while virtually simultaneously delivering image and
transaction data to a remote user, facilitates maintaining ATM
146 in operation. Actions in response to triggering events may
include panning, tilting or zooming cameras which may be
used to verify suspect lack of usable video events or as actions
in a sequence. Other advantages of this embodiment due to
the flexibility and the ability to readily make changes in
configuration will be appreciated by those skilled in the art.

An alternative embodiment generally indicated 178 is
shown in FIG. 11. The system 178 includes an automated
banking machine which is an automated teller machine gen-
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erally indicated 180. ATM 180 is similar to ATM 146 previ-
ously described except as discussed herein.

ATM 180 includes a computer which includes an image
server 182. Image server 182 operates in a manner similar to
image server 166. However image server 182 instead of
acquiring image signals through a hardware device obtains
image signals from a connected network 184. In the system
shown in FIG. 11 cameras 186, 188 and 190 are each con-
nected to a mini server 192, 194 and 196 respectively. The
cameras and mini servers are each operative to function as a
network node in connection with network 184. Each network
node includes hardware and software which converts the
camera signals to image pages or similar image files that can
be transmitted through the network 184. These images can be
relatively spaced in time or dose enough together to be con-
sidered as full motion. The programmable instructions
executed in connection with image server 182 are operative to
selectively access the cameras through the associated mini
server and to download images therefrom. Such images may
be stored as image data in correlated relation with transaction
data in the data store within the automated teller machine.
Alternatively image data may be stored in data stores associ-
ated with each of the mini servers so that it may be selectively
accessed therefrom by image server 182 as well as from other
authorized terminals within the network.

As can be appreciated, this alternative configuration fur-
ther distributes the acquisition of image data and transaction
data. However as the transaction data is accessible through
the image server 182, and the system location of the mini
servers 192, 194 and 196 are each known from their associ-
ated URL or similar system address, correlation and recovery
of'image and transaction data may be readily accomplished. It
should further be understood that while in the configuration
of'the system shown in FIG. 11 each camera is shown with an
associated mini server, a group of several cameras may be
interconnected and may selectively deliver image data
through a single mini server to the network. Alternative con-
figurations may be used to suit the particular nature of the
system being operated.

FIG. 12 shows yet another alternative system generally
indicated 198. System 198 includes an automated banking
machine which is indicated as ATM 200 which may be gen-
erally similar to ATM 146. ATM 200 is connected to a net-
work 202. A computer including an image server 204 gener-
ally similar to image server 166, operates on ATM 200.
Cameras 206, 208, 210 and 212 operate to supply camera
signals which are received by image server 204 through an
interface 214. In this embodiment the interface 214 is an
interface to a second network schematically indicated 216 in
which the cameras are connected. The interface 214 may
include an interface to a power supply network to which
cameras are connected. Interface 214 may be for example an
interface to a power distribution system within a facility in
which the ATM is operated. An X-10 technology type of
communication may be used for example. Signals from the
cameras 206, 208, 210 and 212 are superimposed on the
power distribution line through a plurality of impedance
matching interfaces 220, 222 and 224 respectively. Signals
sent by interface 214 are operative to cause selected ones of
the cameras to output camera signals superimposed on the
power distribution lines. Such image signals may be received
at interface 214 and processed in the manner similar to other
camera signals as previously described. Camera signals sent
in the second network may take various forms of analog and
digital signals and may be multiplexed or otherwise sent
simultaneously so that image data may be acquired and cap-
tured selectively by each of the cameras as described in con-
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nection with the previous embodiments. Signals for control-
ling or positioning cameras may also be transmitted through
the network as well as image data.

FIG. 13 shows yet another embodiment referred to as sys-
tem 226. System 226 includes an automated banking machine
228. Machine 228 is an ATM similar to ATM 146 except that
it includes among its transaction function devices a check or
other document imager schematically indicated 230. ATM
228 operates to accept checks or other instruments from users
of the machine in response to control by the other compo-
nents. The imaging device 230 operates to produce document
image signals representative of documents that may be depos-
ited or received by a user in the machine. An image server 232
or a computer in which it operates is operative to cause the
capture of images produced by the imaging device and store
image data responsive thereto in the associated data store. In
addition, the computer is operative to cause the machine to
capture transaction data and/or to correlate transaction data
captured by other components of the machine, with image
data. Image server 232 and the associated computer may also
operate in connection with cameras and other input devices
similar to those discussed in connection with the previously
described embodiments. The computer may further store
camera image data in memory in correlated relation with
document image data generated from the imaging device.

Image server 232 is in operative connection with a network
234. Network 234 is in operative connection with a terminal
236. Terminal 236 may serve as a document verification ter-
minal. Terminal 236 has in connection therewith a verifica-
tion data store schematically indicated 238. Verification store
238 includes therein data representative of indicia which can
be used to verify genuineness of documents input to the
machine through the imaging device. For example verifica-
tion data store 238 may include data representative of cus-
tomer signatures and/or other identifying data for customers
authorized to provide checks into the machine.

Document verification terminal 236 includes a computer
including a browser therein. The terminal 236 is controlled
responsive to input devices that access document image data
through the image server 232. The document verification
terminal 236 operates responsive to the document image data
to compare indicia in or associated with the document image
data, to indicia stored in the verification data store. This may
be done for example by comparing image data related to
checks or similar documents input to the check imager 230 to
images of known genuine signatures stored in data store 238.
Such indicia may be compared for genuineness by human
comparison on a side-by-side basis by outputting such infor-
mation to an output device such as a screen. Alternatively the
data may be manipulated to place such signature data in
overlapping relationship or in other relative positions so as to
facilitate analysis thereof. Alternatively verification terminal
236 may include instructions such as software programs
which are operative to compare indicia in document image
data to indicia stored in data store 238. Such verification
software may compare the signature data from the input docu-
ment and the known genuine signature and provide an indi-
cation of suspect signatures or possible forgeries. This may be
accomplished by comparing the image data corresponding to
contours of letters, portions of letters or combinations of
letters within a signature, and indicating when a level of
correspondence does not exceed a particular threshold.

Image server 232 may have associated instructions which
cause document image data to be provided automatically
periodically to verification terminals 236. Alternatively
image server 232 may be configured to operate in connection
with other components of the machine to provide an indica-
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tion during a transaction involving an instrument, and to
forward such document image information through the net-
work 234 so that the character or genuineness of the deposited
document may be verified before the transaction is com-
pleted. This has the advantage in that when cameras are used
in connection with the machine, one or more images of at least
a portion of the individual operating the machine as well as
the document image data may be viewed or processed before
crediting or charging the customer’s account for the value of
the deposited or dispensed document respectively. The ability
to capture the image of the customer along with the document
image and to store the two in correlated relation further facili-
tates tracking and minimizes fraud. In addition, the verifica-
tion terminal 236 may operate in the manner previously
described in connection with user identification software
which enables identifying a user by image, physical and/or
other characteristics. This further minimizes the risk of fraud.

It should be further understood that although the example
embodiment has been described in connection with a docu-
ment imager and an attended verification terminal 236, other
embodiments may operate using unattended verification ter-
minals such as terminal 240 which operates to carry out
verification activities according to stored instructions without
human interactions. Alternatively other embodiments may
verify the authenticity of deposited documents through water-
marks, holograms, inks having magnetic, fluorescent or other
characteristics or other indicia which is indicative of genu-
ineness of deposited documents. Other approaches and con-
figurations may be used depending on the nature of the docu-
ments being accepted or dispensed and the indicia which
must be compared or processed in order to determine the
genuineness of the accepted document.

It should further be understood that features of the system
shown in FIG. 13 may be applied to systems in which docu-
ments are printed with identifying indicia so as to enable more
ready verification of their genuineness. This may include for
example printing indicia corresponding to an image of at least
aportion of a user on a check or other document dispensed by
the machine. This may be done for example, by the image
server in response to image data from a camera or other image
data acquisition device, which has a portion of the user, for
example the user’s face, in its field of view during the trans-
action. Such image data may be delivered by the image server
to the printer which is one of the transaction function devices
in the machine. The image data may be used by the printer to
produce a document which includes indicia corresponding to
the image ofthe authorized user. The indicia corresponding to
the user may in some embodiments comprise a visual repre-
sentation of the user. In other embodiments the indicia may
comprise a code, arrangement, design, color or other percep-
tible indicator(s) that correspond to all or selected portions of
a user image data. Indicia may be human readable, machine
readable, or combinations of both. This indicia reduces the
risk of the document being presented by unauthorized per-
sons. In addition or in the alternative a computer in connec-
tion with the image server may obtain image data concerning
an authorized user, watermarks or other information from
memory or from terminals connected to the network 234 or
may generate one or more identifying numbers or other indi-
cia, and include such information or indicia in printed docu-
ments it produces.

Embodiments may produce an image of the user on various
types of documents. For example, machines that deliver
checks, vouchers, tickets, scrip, food stamps, paychecks or
other items may include indicia corresponding to an image of
the user on the item. This can be used to assure that the person
who redeems the item is the proper person. This may also be
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used for example with coupons or other premiums which are
provided by the machine. If a particular person is issued such
an item, the entity who redeems it can verify that the person
who uses it is the person to whom the item was issued. Thus
the entity or device for whom a person having the document
seeks to redeem such an item for value, goods or services can
have greater assurance that the person seeking to redeem the
item is the proper person by comparing indicia on the item to
data concerning the person. Of course, additional indicia such
as symbols, codes, numbers or other characters may also be
included on items issued by some embodiments. Such further
indicia may include indicia which corresponds to the particu-
lar transaction and/or the image of the user, and perhaps other
data, on the document dispensed by the machine. Such indicia
may be read or scanned at the time of redemption for purposes
of tracking the item. In addition, if at least a portion of the
indicia is related to the image, such indicia and the image may
be analyzed for the corresponding relationship to assure that
the item presented is not fraudulent. Such comparisons may
be made through operation of one or more computers con-
nected to appropriate reading devices and appropriately pro-
grammed at a location away from the ATM issuing the docu-
ment, where the document including such indicia is sought to
be redeemed.

In some embodiments indicia corresponding to an image of
the user may be included in transaction receipts produced by
the machine. For example, producing an image of the user on
the transaction receipt may provide the user with greater
assurance that evidence of their transaction has been
recorded. Such transaction receipts also provide the user with
additional evidence that they conducted the transaction or
transactions reflected by the receipt. The printing of the image
of'the user on the receipt may also serve as a deterrent to theft
or fraud. This is because the presentation of the image on the
receipt will make the user of the machine aware that images
have been captured during the transaction. As a result, a user
may find it difficult to later claim they did not conduct the
transaction or that their card or other item which enables
conducting transactions, was used by an unauthorized person.
Likewise, criminals who may steal cards or other items may
be reluctant to use them because they know that their image
will be captured by the system if they attempt to conduct a
transaction.

Example embodiments may be used to enable the conduct
of'additional transaction types. For example, persons are now
enabled to conduct many types of transactions through the use
of electronic signatures. Automated banking machines or
other devices may enable a user to agree that an image may
serve as their electronic signature. The image may be, for
example, an image of the user’s face. Alternatively, the image
may be an image of another portion of the user such as a
fingerprint, iris scan, retina scan of other anatomical portion.

The operation of the machine may present one or more
outputs or inquiries to the user in carrying out a particular type
of transaction that would normally require a signature to be
legally binding on the user. The user may be advised by the
one or more outputs that their recorded image at the machine
will constitute their electronic signature. In addition or in the
alternative, the user may be required to provide one or more
inputs through an input device on the machine to agree or
acknowledge that their recorded image will serve as their
electronic signature. Of course, the image of the user may be
captured at one or more points in the transaction sequence to
document the user’s agreement. The machine may then pro-
ceed with the transaction steps. One or more inputs by the user
to the machine to indicate the user’s assent to particular
transaction terms (along with their image) will constitute a
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binding electronic signature. By preserving records in a data
store corresponding to the user’s inputs and image along with
the relevant terms, the operator of the machine may later
establish formation of a contract on terms that would other-
wise require a signature. Likewise, a user may receive from
the machine a printed transaction receipt or other document
(s) that show the details of the particular transaction and their
image as their electronic signature.

An example of such a transaction may be the opening of an
account with a financial or other institution at an automated
banking machine. The machine may present the user with the
relevant terms through one or more output devices. Instead of
signing a document to indicate agreement, the user may indi-
cate through one or more inputs through one or more input
devices on the banking machine that their image or portion
thereof will be their electronic signature. In some such trans-
actions where a record or endorsement of the user’s signature
is required for legal effect, such as for cashing paper checks,
the user) may provide one or more inputs to indicate that their
image data in conjunction with the transaction will constitute
their electronic signature for purposes of endorsing the check.
In other embodiments the user may insert a document with a
written signature. The written signature may be captured with
an image capture device and used for later verification in lieu
of a written signature card. Alliteratively or in addition,
images of the user producing their written signature may be
used to provide further evidence that the written signature is
genuine. Other examples of transactions in which a user’s
image may serve as an electronic signature include endorse-
ment of checks, taking out loans, purchasing securities, pur-
chasing insurance, acknowledging privacy notices and any
other transaction that may be legally consummated using an
electronic signature. In some embodiments indicia corre-
sponding to at least one image of at least a portion of a user
may be recorded in a data store and/or recorded on a docu-
ment in the machine to record such user’s electronic signa-
ture, endorsement or agreement to contract terms. In some
example embodiments, an automated banking machine may
operate to produce or receive documents for which a signa-
ture has legal effect. An example of such a document may
include a negotiable instrument such as a check to which an
endorsement or signature must be applied by the holder to
cash the check. Of course in other embodiments automated
banking machines may operate to issue negotiable instru-
ments or other documents in which an electronic signature
applied through operation of the machine serves as the mak-
er’s electronic signature.

In an example embodiment an automated banking machine
may be used for receiving checks from a user to be cashed by
the machine. In such an embodiment the controller of the
machine may cause the machine to operate in accordance
with its programmed instructions to instruct the user on the
operation of the machine and to prompt the user to provide
inputs. In this example embodiment the user provides the
check into the machine where it is acted upon by a document
processing device. In the example embodiment the document
processing device includes an imager which is operative t0)
produce data which corresponds to a visual representation of
the document. In some embodiments this visual representa-
tion may comprise the entire document (including in some
cases both sides) while in others the data may represent
selected portions thereof. The machine presents to the user
outputs through one or more output devices asking the user if
they agree that one or more inputs that they provide to the
banking machine will be all or a portion of the user’s elec-
tronic signature for purposes of the document. In response to
receiving such an output the user may provide one or more

10

15

20

25

30

35

40

45

50

55

60

65

30

inputs through input devices on the machine to indicate that
they do not agree or that they do agree that the user’s elec-
tronic signature will include at least one input to the machine.

In an example embodiment if the user indicates such agree-
ment, the controller is operative to cause an image acquisition
device to acquire data corresponding to at least one image of
aportion of the user. Such an image acquisition device may in
some embodiments include a camera. In other embodiments
the image acquisition device may include a biometric reading
device or other type of input device that can capture image
data from the user. In the example embodiment the data
corresponding to the at least one image of the user is stored by
the controller in a data store along with data corresponding to
the input provided by the user indicating agreement as to their
electronic signature. In some embodiments the data corre-
sponding to the user’s one or more inputs, the images of the
user and the data corresponding to the image of the document
may be stored in correlated relation with one or more of the
other items of such data for purposes of documenting the
transaction and for purposes of establishing the genuineness
of'the user’s electronic signature in connection with the docu-
ment.

In the example embodiment the controller operates in
response to the data corresponding to the at least one image of
the user to operate a marking device in the banking machine.
The marking device in the example embodiment operates to
apply indicia corresponding to the at least one image to the
document. In some example embodiments this indicia may
correspond to a visual representation of a portion of the user
such as the user’s face. In other embodiments the indicia may
correspond to a user’s fingerprint or iris scan depending on
the type or types of image acquisition devices utilized by the
automated banking machine. In other alternative embodi-
ments the indicia may include codes, symbols or other
arrangements produced by processing the data corresponding
to the image or images of the user (and perhaps with other
data) so as to produce such items that can be later documented
as genuine. In addition or in the alternative the indicia may
include machine readable indicia which may later be read
through the aid of a machine and correlated with the image
data and/or other data to establish the genuineness of the
user’s electronic signature.

In some example embodiments the indicia which corre-
sponds to the user’s electronic signature may be printed on the
document by the marking device. The document may then be
imaged by the imager in the automated banking machine so as
to produce a record of the check and its endorsement. There-
after in some embodiments the check may be stored in a
storage location in the machine. In alternative embodiments
the check may be permanently marked or otherwise rendered
unsuitable for further use and either stored in the machine or
returned to the user. By returning the cancelled check to the
user the need for storing checks within the automated banking
machine may be reduced or eliminated. Further as can be
appreciated the imaging of the check provides data which can
be provided to the maker of the check for purposes of estab-
lishing that the check was cashed by the holder. In some
embodiments the maker of the check may be able to access
image data online in the manner previously discussed so as to
review checks which have been cancelled through operation
ofthe machine. In some embodiments the maker of the check
may also be enabled to access data corresponding to images
of the machine user presenting the check should it be neces-
sary to establish the identity of the holder that cashed the
check. Alternatively schemes may be devised for recovering
image data or producing image data or other information to
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establish the identity of the person cashing the check based on
the indicia which corresponds to the electronic signature that
is applied to the check.

It should be understood that the principles of having a user
of an automated banking machine provide an input indicating
agreement that the user’s electronic signature shall include at
least one input to the machine, may be applied to other types
of transactions other than check cashing. In addition the use
of data corresponding to at least one image of a portion of a
user as a user’s electronic signature may be applied to many
types of transactions that can be carried out through an auto-
mated banking machine.

Example embodiments may also provide additional capa-
bilities. For example, an automated banking machine may
acquire images at times not necessarily related to transac-
tions. The one or more cameras associated with the machine
may be used as a surveillance system. For example, a retail
establishment may use the one or more cameras on or in
connection with the banking machine as a premises surveil-
lance system as well as for use in connection with transac-
tions. As will be appreciated from the discussion herein, the
capabilities of embodiments to capture images from multiple
cameras generally simultaneously facilitates use for this pur-
pose as surveillance of other areas of the premises may con-
tinue even when the machine is being used to perform trans-
actions.

Example embodiments may also be used for other func-
tions. For example, embodiments may be used instead of a
time clock for workers in a particular location. For example,
workers entering or leaving work may pass by or stop at the
machine so that their image is recorded. This may be in
conjunction with the employee having to provide certain
inputs, or conduct a particular specified type of transaction
sequence at the machine. For example the worker may have a
special employee card that is used by the machine to record
data indicating that the person is arriving or leaving the work
site. Alternatively, a card normally used by the employee for
banking or other transactions may be used in the machine to
record arrival or departure. The machine may be programmed
to conduct a particular nonfinancial transaction to record such
activities. Alternatively, the user could be paid on a daily or
other periodic basis directly from machine for work done.
This may be done by the machine dispensing to the user items
of'value such as cash, a check or scrip for time worked. Such
documents may include visual representations of a payee’s
face or other indicia corresponding to the payee or individual
authorized to cash or redeem the document as previously
discussed. Alternatively or in addition, embodiments may use
face recognition or other biometric recognition techniques for
purposes of identifying persons who pass the machine. Of
course, it should be understood that while in this example
embodiment the machine is used for timekeeping purposes,
the principles of the described system may be applied to other
functions as well.

Embodiments may also be used to make payments. This
may include, for example, making payments for payroll, pub-
lic or private benefits, gaming winnings or other amounts. For
example, an automated banking machine may be used to
make payroll payments to employees. Such function may be
integrated with the timekeeping function previously dis-
cussed so that employees are issued payment for work on a
periodic basis. Likewise, persons who are entitled to receive
payments may conduct particular transaction sequences at the
machine or otherwise elect to receive payments from the
machine.

Captured image data at the machine may be used to identify
or verify the identity of the user at the machine. This can be

10

15

20

25

30

35

40

45

50

55

60

65

32

done through access to image data in local or remote data
stores. If the machine issues instruments such as checks, for
example, an image of the person to whom the instrument is
issued may be recorded by the system. An image ofthe user at
the machine who receives the instrument may also be pro-
duced on the instrument. Alternatively or in addition, a pre-
viously stored image of the person to whom the instrument is
authorized to be issued may be produced on the instrument. In
this way a person redeeming the instrument may compare the
images on the instrument and/or the appearance of the person
presenting the instrument, to verify that the instrument is
properly issued and redeemed. In addition or in the alterna-
tive, one or more images may also be produced on the 5
receipt related to the instrument as well.

In some embodiments the user may receive cash at the
machine in the amount they are entitled to receive. In such
circumstances images may be captured to document the pay-
ment and to minimize the risk or fraud. In some embodiments
the amount that may be paid out by the machine may not be
able to match exactly what the user is entitled to receive. This
may be due to the fact that the amount the user is entitled to
receive may require payment to be made at least in part in coin
or some other type of value which the machine does not
dispense. Likewise, the machine may dispense only certain
bill denominations and the payment to the user requires some
smaller denominations to be paid in full. In such circum-
stances the machine may dispense an amount as close as
possible but below the amount which the user is entitled to
receive. The machine may also produce a document which
can be redeemed by the user for cash, goods and/or services
for the balance. Such a document may include an image ofthe
person or other indicia corresponding to the person entitled to
receive such amount. Such a user may take the document to a
teller, check-out counter, machine or elsewhere and receive
the cash, goods, services or other value for the balance. The
image ofthe user and/or other indicia on the document may be
used to help assure that the document is redeemed by an
authorized person.

Further alternative embodiments may enable correlating
image and transaction data for documents received or pro-
duced by the machine. This enables users at other terminals
which have access to the network 234 to verify the appearance
features, such as the appearance of a person to whom a docu-
ment was issued. This enables persons accepting such docu-
ments to verify the authority of the person presenting the
document to possess it. In addition if the document is
redeemed at another terminal, the image of the person
redeeming the document may be compared to the image of the
person who received the document to verify that the docu-
ment is being redeemed appropriately. This may be done
visually using an output device at the terminal where the
document is redeemed or may be done at a remote verification
terminal in the network by an operator or by image compari-
son software. Alternatively identifying indicia in a presented
document may be checked for genuineness and/or validity.
For example, the redemption of documents may be recorded
and tracked, so that upon presentment a check is made as to
whether the presented document has already been redeemed.

Similar principles may be applied with regard to data rep-
resentative of value which is loaded onto smart cards or
similar instruments. Data representative of the image of the
person who has received the value may be stored in correlated
relation with indicia corresponding to the transaction in
which value is loaded and/or with identifying indicia associ-
ated with the card. Later when an individual presents that
same card at the same or a different terminal, an image of the
person presenting the card may be captured and/or the appear-
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ance of at least a portion of the person may be compared to the
image data stored in memory. Image data of the authorized
user may also be stored in memory on the smart card. Such
image data may correspond to facial features. Alternatively
image data may correspond to other features that are capable
of'being viewed by eye or read with the aid of a machine such
as fingerprints and iris scans. Similar principles may be
applied to other types of transaction systems and devices to
minimize the risk for fraud and abuse.

Some embodiments may enable the management of avail-
able memory to minimize the risk that image data and/or
transaction data related to transactions conducted at the
machine will not be captured and stored in memory. FIGS. 14
and 15 schematically represent steps performed by certain
embodiments to manage the amount of memory resources
and to selectively off-load image data when necessary. In
addition the example form of the logic described in connec-
tion with FIGS. 14 and 15 is operative to estimate when
memory resources such as a permanent image storage
medium will become full based on transaction rates, and to
forward a message to appropriate personnel of such impend-
ing loss of memory capability.

Referring to FIG. 14, the logic flow commences with a step
242 in which a decision is made as to whether image data has
been stored. If so, a determination of available memory is
made in a step 244. In addition a record is made as of the
available memory as of the time and date of the transaction.
This is done at a step 246. The decision is then made at a step
248 as to whether the available memory is below a particular
threshold. If so, certain actions are taken as are described in
connection with FIG. 15.

If'the available memory is not below the threshold as deter-
mined in step 248 a determination is made at a step 250 to
calculate memory use over the preceding set number of days,
hours or other time period. Ata step 252 the calculation is then
made as to a time to depletion (TTD) based on the current rate
of memory use. The determination is then made at a step 254
as to whether the time to depletion (TTD) is less than a set
number of days. If so, actions are taken similar to those taken
when the available memory is below a threshold as described
in connection with FIG. 15.

If the time to depletion is less than the set threshold, the
logic flow then operates to recall from memory historical use
pattern data. This is done at a step 256. This historical use
pattern data may be information regarding the level of use of
the memory based on the day of the week or other correlatable
data for the machine over a period of time. Such pattern data
may involve fuzzy logic or other programming which may
make allowances for pay periods, holidays, vacation periods
and other activities which are used to establish the historical
model on which the pattern is based. Using the historical
pattern data the logic flow calculates an estimated time to
depletion based on the pattern data in a step 258. The time to
depletion based on the pattern data is then compared to the
threshold in a step 260. If depletion is expected to occur based
on the pattern data in less time than the set threshold, action is
taken. If the time to depletion is longer than the set threshold
the pattern data is updated in a step 262 and the logic flow is
repeated the next time a transaction occurs.

It should be understood that although in this described
logic flow three determinations are made as to available
memory, in other embodiments a lesser number of tests or
additional tests may be made. In addition the tests may be
correlated or combined using fixed or fuzzy logic type prin-
ciples to calculate a time when depletion is expected.

In the event that there is concern about lack of memory as
determined in steps 248, 254 or 260 a determination is made
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at a step 264 concerning whether the instructions associated
with the image server include executing an image download
sequence prior to the memory reaching capacity. If so an
image download sequence is executed at a step 266. This
image download sequence may be to a remote terminal
through the network. Alternatively the download sequence
may be to a hard or soft permanent or temporary storage
device. Such download sequence also includes clearing the
portion of the memory that becomes available after data is
downloaded or otherwise allowing the memory to be over-
written such that additional image data may be stored. Bank-
ing machine data which identifies the particular machine
which generated the image and transaction data may be added
to or stored in correlated relation with the downloaded data in
accordance with programmed instructions to facilitate analy-
sis after the data is downloaded.

If the computer and associated image server is not config-
ured to conduct an image download, a determination is made
at a step 268 concerning whether available memory may be
reallocated. In some circumstances the memory allocated for
storage of images may be expanded to include additional
memory. This may include for example a dynamic realloca-
tion of memory storage by the operating system of the
machine based on resources being utilized. Such memory
may be allocated on a temporary or permanent basis. If
memory reallocation functionality is provided a reallocation
sequence is executed in a step 270.

If memory reallocation is not available, a determination is
made at a step 272 as to whether a notification message
concerning impending depletion of the memory has been sent
within a given time window. Ifa message has been sent within
the time window then no further action is taken. However ifa
message has not been sent within a given time window a
message is formulated by the image server at a step 274. This
message preferably includes data as to the particular machine
and when the available memory will reach depletion based on
the current rate of transactions, historical data, threshold
value or other basis upon which the determination to send the
message was made. After the message is formulated, the
device server executes the message sequence and operates to
send the message to the users who are to receive it based on
the image server configuration and the instructions stored in
the system. Generally such messages will be sent as one or
more e-mail messages to selected e-mail addresses in the
network. Of course in alternative embodiments other types of
messages may be sent.

FIGS. 26 and 27 show examples of user screens which are
presented by the image server to user terminals as part of a
configuration sequence. Through use of the templates estab-
lished through these setup screens users are enabled to con-
figure individual e-mail and group e-mail lists. These lists
include persons to be notified in the event that particular
events occur. The notification of particular individuals at
e-mail addresses is included as part of the timing and
sequence instructions stored in connection with the image
server which determine what is done in response to particular
events.

As later discussed in detail alternative embodiments may
operate to selectively delete stored image and/or transaction
data. For example, transactions may be identified by selected
parameters and image and/or transaction data associated with
those transactions may be deleted. This may be done based on
parameters such as elapsed time since the transaction was
executed. Alternatively, transaction data may be deleted
based on the type of transaction, amount or other triggering
event associated with the image data. Thus, for example, data
associated with withdrawal transactions which are under a
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certain amount and which occurred more than a particular
number of days previously, may be deleted in response to
programmed instructions. This frees up available space for
storing data associated with additional transactions while
preserving image and/or transaction data related to other
transactions which may be more significant. Similarly, image
or transaction data captured in response to other types of
triggering events such as alarms, servicing activities, issuing
or cashing instruments or other conditions which correspond
to a particular parameter or combination of parameters may
be stored for longer periods of time prior to deletion and/or
downloading from a local memory. Various parameters for
the preservation or deletion of data may be developed based
on the nature of the system, the transactions conducted and
the needs of the system operator.

Alternative embodiments may operate to advise a person
who is setting up sequences or operation of the system, about
how long the system will be able to run before image data will
need to be deleted or off loaded. The computer operating to
store data or in connection therewith, may store historical use
data for the ATM or other machine. Such historical use data,
combined with the number of images that the system is con-
figured to capture and the degrees of associated data com-
pression (as well as possibly other data) may be used to
calculate a period of time until the available memory is used.
Alternatively, and particularly when no historical use data is
present, the computer may be programmed to prompt a user to
provide estimates of the number or frequency of triggering
events and/or transaction rates. This information may be used
by the computer to calculate how long the system can operate
without deleting or off-loading images. The user in response
to the output of such estimates may choose to change settings
or sequences to capture more or fewer images in response to
each transaction or event, or to change the degrees of data
compression. In addition the computer may be configured to
send a message to a selected user or address if transaction
rates change from the historical or estimated rates by more
than a set amount, and adviss of the time period available
based on the actual rate of memory use. In response to such a
message a user may choose to reconfigure the system.

The described example embodiment presents a useful user
interface which may be used to set up the system configura-
tion. Generally such configuration is established from a user
terminal which is connected to the image server through a
network. In this example the image server configuration pro-
vides for three levels of activities which users are authorized
to perform. These levels correspond to categories of privi-
leges and are “administrator,” “operator” and “service” A
screen 278 shown in FIG. 16 shows the categories of activities
and the user groups which are permitted to perform them in
accordance with the configuration of an example embodi-
ment.

As previously discussed, certain embodiments enable the
configuration to include timing and sequence data which
specifies what images and data to capture, as well as what
further actions to take in response to certain triggering events.
FIG. 20 shows a screen 280 which may be displayed at a user
terminal to establish a sequence of events that occur in con-
nection with particular events. Such sequences may be pro-
grammed so that the sequences are different based on the day
of the week and/or the time of day.

In accordance with the user interface in this example
embodiment, sequences are programmed by establishing a
daily schedule of what is to occur in response to events. FIG.
21 shows a screen 282 which is presented in response to
clicking on the “daily program” icon from screen 280. Screen
282 enables a user to configure the program to establish what
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is to occur if particular events occur within a given time
window. In programming of this embodiment, if multiple
sequences overlap days, the narrowest schedule overrules
broader schedules. For example if a schedule is configured for
weekdays but a different schedule is configured for a specific
day, the specific day schedule will overrule the general sched-
ule for that day. Likewise to prevent inadvertent overlap of
sequences, the programming of this embodiment provides
entering only a start time for a sequence. An end time is not
required and a sequence will continue until a new sequence is
begun. FIG. 22 shows a screen 284 used in an example
embodiment. Screen 284 is generated responsive to selection
of'the “every day icon” from screen 282.

Actions in a sequence are established by selecting the
“setup sequence” icons shown in screen 284. Selecting such
anicon that is active generates a screen 286 of the type shown
in FIG. 23. Screen 286 enables a user to establish the degree
of'data compression for images captured during the sequence.
The compression level can be modified such that different
sequences of events cause images to be captured at different
compression levels which produce different image quality
levels. Generally the less the data is compressed the higher the
image quality. However available memory is used more
quickly when the degree of data compression is less.

In this example embodiment a plurality of actions may be
added to a sequence by clicking onicons such as “add camera,
11 “add output” or “add e-mail. 11 In alternative embodi-
ments, additional actions may include “repeat sequence” and
“wait” type actions. Clicking on such icons changes the sys-
tem configuration so the system will take actions in a
sequence such as those previously discussed. Such sequences
may include for example input of instructions for capturing
images from cameras, sending e-mails to individuals or
groups of individuals, providing selective outputs to the con-
trol devices, or sending messages through the network. As can
be appreciated from screen 280 various sequences may be
executed responsive to triggering events such as detection of
motion in fields of view of various cameras, the blocking of
one or more cameras (at any time or during a time of desired
image capture), in response to various transaction functions
carried out by transaction function devices or on a periodic
time schedule. Screen 288 shown in FIG. 25 is an example
screen presented at a user terminal which enables a user to set
up the transaction data to be captured as well as to facilitate
communication between the image server and the automated
banking machine. Of course various types of transaction data
can be selectively captured. This is done from screen 288 by
selecting types of transaction data to be captured. Image data
may also be captured in response to the operation of selected
transaction function devices and responsive to the type of
transaction function devices resident in the machine.

In the event that the sequence configuration includes send-
ing e-mail messages to selected addresses, the image server is
operative to send such messages in accordance with e-mail
information which has been stored in connection therewith.
Screen 290 shown in FIG. 26 is a template for a user to use in
inputting e-mail address information for individuals. Indi-
vidual e-mail addresses may be combined into e-mail groups
and a screen 292 shown in FIG. 27 may be accessed to show
the groups of individuals who are notified responsive to
events which may occur at the terminal. The configuration of
the terminal is such that a plurality of individuals may be sent
an e-mail message in response to the occurrence of a single
event or other activity at the terminal. This facilitates the
notification of individuals in the event that several individuals
may be required to respond.
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As previously discussed, the timing aspect of programmed
sequences enables different individuals to be notified of
events at different times and on different days. This facilitates
notifying the persons who have the most direct responsibility
for the condition at the time it occurs. Forms of the invention
may also be configured to attach or include in e-mails, images
which correspond to the triggering event which causes the
notification to be sent. This may immediately provide the
person receiving the e-mail with useful information about
what is occurring at the machine. A series of images or applets
for the modification of images may also be transmitted with
the notification. This may include for example images which
occurred prior to the triggering event. Such e-mails may also
include information about the nature of the triggering event,
the location or banking machine where such event is occur-
ring and other pertinent data. In this way, the entities notified
will receive a record of what has or is happening at the
machine. This record will also be available even if the
machine is compromised and rendered inoperative shortly
thereafter. Embodiments of the invention may also include
with such image 5 flies, digital watermarks or other indicia of
authenticity so that the accuracy of the information provided
and the images associated therewith have enhanced assur-
ances that they have not been tampered with. Further,
included in e-mails or attachments thereto may be sound or
other files with which images are associated. This may be
accomplished through the programming of sequences which
include the capture of audio or other data in response to the
occurrence of triggering events. Numerous alternative
approaches may be taken utilizing the principles described
herein. Of course, embodiments of the system may carry out
communication in ways other than through e-mail such as by
RF, fax or simulated voice communication through telephone
connection.

As previously mentioned, security associated with the
image server may be important to prevent accessing by unau-
thorized individuals. In the example embodiment password
protection is provided to minimize the risk of unauthorized
use. Of course in other embodiments other security tech-
niques such as public key encryption, encryption of image
and transaction data and digital signatures may also be uti-
lized. FIG. 24 shows a screen 294 which is used in an embodi-
ment to establish access for particular users. A system admin-
istrator is enabled to gain access to screen 294 and to input
information concerning additional users. Screen 294 also
enables the system administrator to establish passwords to be
used by each authorized user.

Embodiments may also restrict certain users, or certain
categories of users, in the type of image data that may be
reviewed. This may be done in example embodiments by
limiting access to image and/or transaction data selectively to
users, based on the types of triggering events associated with
the storage of images. Alternatively, certain users may be
precluded from viewing images captured from certain cam-
eras or other image acquisition devices. This capability may
be used to prevent certain users from observing certain sen-
sitive image data such as images which may include customer
PINs, fingerprint data or the combination to a lock on an
ATM. By preventing selected users from accessing certain
image data based on the type of triggering event or camera or
device associated therewith, images captured by the system
that need not be restricted may be made available more
broadly and used for potentially more purposes.

A useful aspect of some embodiments is the ability of the
system to provide screens or displays of image and transac-
tion data that can be readily sorted, viewed and analyzed at
user terminals within the network. FIG. 17 discloses a screen
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or display 296. Display 296 includes sets of images 298, 300,
302 and 304. Each image set includes “thumbnails” of five
images. Each set corresponds to a transaction carried out by a
particular user and each set of thumbnail images which com-
prises a set, corresponds to images of the particular user
during that transaction. Of course it should be understood that
in situations where the timing and sequence programming
require a lesser or greater number of images, the number of
images which comprise a set may differ. In addition as pre-
viously discussed, some transactions or triggering events may
have no corresponding images at all. Other events which do
not correspond to ATM transactions may have a large number
of images spaced closely in time depending on the configu-
ration of the system. This may include full motion or image
frequencies approaching full motion.

The images which have been captured and stored by the
system may be preferably arranged in one or more series. A
series may be a collection of all stored images arranged chro-
nologically. Alternative series may be produced by segregat-
ing images that correspond to one or more types of triggering
events or transaction parameters. Images included in such a
series may be ordered chronologically, may be ordered in a
hierarchy in accordance with one or more search parameters,
or other ordering scheme. A useful aspect of some embodi-
ments is that the user terminal enables a user to scroll through
a series of images, displaying one or more of the images on
the display at a time, by selecting certain icons with an input
device. The icons enable the user to selectively display
images and to moveto display one or more different images at
points forward or backward in the series from an image or
images currently being displayed. In example embodiments,
selection of certain icons cause the display to change and
display images in different increments and in different direc-
tions in the series from one or more images currently dis-
played.

In an example embodiment screen 296 includes icons 306,
308, 310, 312, 314 and 316. The icons may be used to selec-
tively scroll through sets of images and images in the sets. As
explained with reference to an example help screen 318
shown in FIG. 18, selecting icons 310 and 312 enable scroll-
ing backwards and forwards respectively by one event.
Selecting icons 308 and 314 enable scrolling backwards and
forwards respectively by an increment of ten events. Icons
306 and 316 enable scrolling backward and forward respec-
tively to the beginning or end of a series of events or images.

Example screen 296 also includes “jump to image” and
“jump to event” input boxes 320 and 322, respectively. As
explained in FIG. 18 boxes 320 and 322 may be used to select
images that are to be displayed. A “save comments” box 324
is used to selectively store comments in correlated relation
with particular images. Comments can be manually input,
input by voice as sound files, input through voice to text
conversion software or may be generated and stored in
response to programmed instructions based on parameters
and/or triggering events.

Screen 326 shown in FIG. 19 shows a selected image 327
which has been enlarged by selecting one of the images from
the sets. This may be done in the described embodiment by
clicking on an image with a mouse or through other inputs. As
shown in screen 326, the enlarged image 327 is displayed
with corresponding transaction data which corresponds to the
image. In addition event and image data corresponding to the
image is also displayed. A user reviewing the image data is
enabled to review any of the available image and transaction
data.

Advantages of the described embodiments include the
ability of a user terminal to access image and transaction data
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selectively. For example through operation of the browser
and/or other programs within the user terminal, an authorized
user is enabled to search for selected parameters such as user
name, account number, time and date and other data which
may be stored in the data store. Image and transaction data
may also be searched by combinations of parameters or
ranges of parameter values. This enables the operator of the
user terminal to find selected image data rapidly or more
selectively, and without having to scan through large volumes
of information. In addition the example embodiments may
enable holding image and transaction data for substantially
longer periods of time with minimum inconvenience. As a
result this enables such data to be analyzed for much longer
time periods and potentially much more inexpensively than is
currently possible.

A further advantage of some embodiments is that image
datais readily accessible and searchable. This facilitates iden-
tification in connection with issued documents such as bank
checks or value loaded to smart cards as previously discussed.
This enables users having access to the data to verify that a
document or other item is being presented by an authorized
user by accessing and visually or automatically comparing
image data. Further advantages and novel aspects will be
apparent to those having skill in the art.

FIG. 28 shows yet another example of a system designated
328. System 328 is similar to other systems previously
described except as discussed herein. In system 328, image
capture and delivery functions are performed by a separate
device 330. Device 330 in this embodiment includes one or
more computers, which are alternatively referred to herein as
processors, including one or more servers, and is operative to
capture and store image data, transaction data and other infor-
mation from devices to which itis connected. Device 330 also
includes appropriate interfaces to communicate with the
devices to which it is connected for purposes of receiving
inputs and outputs. As schematically indicated in FIG. 28, a
computer included in device 330 is in operative connection
with a data store for purposes of storing 5 instructions as well
as image and transaction data. It should be understood that
while a single device for performing the functions is shown in
system 328, other embodiments may include a plurality of
operatively connected devices including a plurality of proces-
sors and operatively connected data stores as well as other
computers and interfaces, to perform the functions similar to
that of device 330 described herein.

In system 328, device 330 is connected to one or more
automated banking machines schematically indicated 332.
Automated banking machine 332 is similar to the machines
previously discussed and includes a plurality of transaction
function devices. Automated banking machine 332 may have
one or more cameras or other image acquisition devices adja-
cent thereto as represented by camera 334. As will be appre-
ciated, anumber of cameras may be positioned adjacent to the
machine by being within and/or near to automated banking
machine 332 for purposes of capturing image data related to
users, documents, surroundings or other types of visual inputs
that may be desirable to capture and analyze. Camera 334 is
operatively connected to device 330 such that device 330 may
receive and capture image data therefrom. It should be under-
stood that additional types of data capture devices may also be
included adjacent to or within automated banking machine
332. This may include for example microphones for captur-
ing sound or voice information as well as devices which
capture data related to transactions. Some embodiments may
use voice recognition software to detect sounds from the
microphone representative of words or the stress levels of
sounds emanating from persons near the automatic banking
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machine. Such voice or sound data may be used in combina-
tion with images or other data to further detect and evaluate
conditions at or near the automated banking machine. The
data or information which is captured is also communicated
to the device 30 through one or more appropriate electronic
connections schematically indicated 336.

In addition to capturing images or other data from one or
more automated banking machines, system 328 may also be
operative to monitor one or more other transaction devices, as
well as to monitor and record activities which occur within a
facility. One or more cameras represented by cameras 338,
340 and 342 are shown and are representative of cameras used
for this purpose. The cameras may be used for capturing
images in response to triggering events, which may be either
hard or soft triggers from one or more types of input devices.
Alternatively, the cameras may capture images on an ongoing
basis in one or more sequences for purposes of providing a
generally continuous record of overall activity within an area.
As in previous embodiments, this embodiment also provides
the capability of capturing images from multiple cameras
generally simultaneously as well as the capability to both
capture images and be delivering messages or image data
from the device 330 on a generally simultaneous basis. As
will be appreciated, the capabilities of the system may be
increased by the addition of components or enhanced capa-
bilities of the components which comprise device 330. This
may include, for example, additional interfaces for digitizing
image data received from cameras, additional and faster inter-
faces for input and output devices and increased processing
capabilities and data storage to facilitate enhanced function.
The required capabilities of device 330 depend on the par-
ticular type of system that a user desires to operate and the
number and type of connected cameras and other devices.

In the example embodiment shown, a number of different
types of input devices are provided. These input devices pro-
vide inputs indicative of one or more triggering events to
device 330. Such triggering events cause or may affect the
manner in which image data is captured by the system. Gen-
erally the input devices include appropriate interfaces in con-
nection therewith to enable the device 330 to receive signals
indicative of the triggering event. The example input devices
shown include a cash register 344. Cash register 344 which
may also be considered a banking machine, is connected to
device 330 by a communications link such as a local network.
This enables the device 330 to cause images to be captured
from a corresponding camera when signals indicative of
transactions are occurring at the cash register. It should be
understood that cash register 344 is representative of but one
of numerous types of devices that may be used in a sales,
service provider or banking environment and for which it may
be desirable to make a record of activity occurring adjacent to
such devices when activities are conducted.

Additional representative input devices include sensors
schematically indicated 346. Sensors 346 may include sen-
sors for detecting the opening of doors, windows, ventilation
ducts or other activities for which it is desired to capture
images. Another example input device includes an alarm
input 348. The alarm input 348 may be, for example, a device
which is actuated by person to indicate an alarm condition.
This may be, for example, a panic button which is pressed to
indicate a hold-up in a banking or other establishment. Alarm
input devices may take various forms and may include
sequences input to computer terminals or other devices which
are connected to device 330.

Sensors used in connection with the systems may include
photosensors, infrared sensors, radiation beams or similar
detectors. Such detectors may be used to sense when a person
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or item passes or occupies a particular space or area. For
example, a detector may detect when an invisible beam type
sensor is interrupted. Such an invisible beam may extend, for
example, across a counter or bank teller window. As a result,
a signal may be given to capture images in response to each
occurrence of something passing over the counter or through
the teller window. Similarly, such a beam may extend across
a cash drawer or similar device. Alternatively, such invisible
beams may extend in areas known only to an employee of the
facility. This may enable the employee to give a signal to
capture images (and perhaps activate an alarm) while not
making physical contact with any device. Numerous systems
may be developed using these principles.

Other input devices schematically indicated 350, may
include other devices which detect or receive indications of
activity and provide appropriate electrical outputs which can
be received by device 330. These may include for example
heat sensors, infrared sensors, weight sensing pads, elec-
tronic beams or other types of sensors which can detect con-
ditions for which an operator of the system may wish to
capture images or other data.

In this embodiment, the cameras themselves may also
serve as input devices. The cameras provide inputs which
enable the detection of certain image conditions. Image con-
ditions may include for example, the detection of motion
within the field of view of the camera. Alternative image
conditions may include a lack of usable video. This may be
for example a lack of contrast in an image, brightness or
darkness beyond selected limits or other images or circum-
stances such as previously discussed. Alternatively as previ-
ously mentioned, image conditions may include the presence
within a field of view of persons with particular clothing or
features, the presence of persons with certain body orienta-
tions, the presence of a particular individual based on facial
features or other features, the presence of certain objects such
as weapons or the presence of particular types of colors or
arrangements of colors. Numerous types of image conditions
which may be determined through analysis of the digital
images which are available from the cameras connected to the
system may be used as triggering events.

In the embodiment shown, device 330 is also connected to
output devices. Example types of output devices shown
include an audible and/or visual alarm schematically indi-
cated 352. Such an alarm may give persons in an area notice
of'an alarm condition. An alternative form of an output device
as shown may include lighting devices schematically repre-
sented 354. Lighting devices may be turned on for example in
response to programmed sequences to illuminate an area
where an alarm condition is detected.

Other types of output devices may include blocking
mechanisms schematically indicated 356. Blocking mecha-
nisms 356 may operate to block certain areas to prevent
access or escape. Alternatively in response to some alarm
conditions as set through sequences programmed in device
330, other alarms 5 may cause blocking mechanisms to open
to facilitate escape of persons from selected areas. Other
output devices include, for example, communications devices
schematically represented 358. Communications devices 358
may include, for example, police alarms or dial-up devices to
notify fire or security agencies of alarm conditions which are
detected.

As schematically represented in FIG. 28, device 330 is
connected to a user terminal device 360. User terminal 360
may be used for providing inputs from users of the system as
well as outputs to users, as later discussed in detail. Device
330 is also shown in connection with a network 362. Network
362 like other networks discussed herein, may be a commu-

20

25

40

45

55

42

nications link suitable for communicating, and may be a local
network or a plurality of interconnected networks through
which device 330 is enabled to communicate through an
appropriate interface. Remote terminals 364 and 366 are con-
nected to the network 362. The remote terminals may be used
for providing inputs and outputs to the device 330. Such
terminals may also be used for purposes of programming and
receiving images from device 330 in ways which are later
discussed. Other terminals in the network may be used to hold
data which may be used to identify persons, signatures, docu-
ments or provide other functions or information as previously
discussed.

It should be understood that system 328 is an example of
many possible system configurations. In one example
embodiment, device 330 includes a Diebold AccuTrack™
digital video system which is commercially available from
Diebold, Incorporated, the assignee of the present invention.
Device 330 operates to provide a helpful user interface for
communicating with and programming the system. Such
communications may be carried out through the interface at a
local terminal such as terminal 360 or remotely from termi-
nals connected to device 330 through a network such as
terminals 364 and 366. F1G. 29 shows an example introduc-
tory screen 368 produced on an output device of a user ter-
minal in connection with device 330. The user terminal, like
those previously discussed includes a computer with a
browser operating therein, which can communicate with
device 330. Screen 368 provides a useful interface for a user
of'the system to configure the operation of the system. It also
provides a useful interface with which users may interact to
recover and sort images that have been captured by the system
as well as to carry out other functions.

Screen 368 as well as other screens presented by the
example device 330 includes a set of icons and indicators
referred to as atool bar 370. As shown in greater detail in FIG.
30, tool bar 370 includes a plurality of icons 372. Icons 372
include a home icon 374, a log off icon 376 and an image
search icon 378. Other icons included in the tool bar include
a camera check icon 380, a system configuration icon 382, a
system tools icon 384 and a help icon 386. Generally, the
icons include an image or representation of an object which
suggests to a user the function of each. For example, the log
off icon 376 includes a representation of a key that can be
turned. The example form of the search icon 378 is a repre-
sentation of a pair of binoculars. Similarly, the icon 380 that
is selected to conduct a camera check is a visual representa-
tion of a camera. Each of the icons 372 and the functions that
a user is enabled to accomplish through the selection of each
is explained in greater detail in FIG. 31. The tool bar 370
includes among icons 372 a status icon referred to as 388 in
FIG. 30. The status icon 388 indicates to a user the status of
the system. Several status icons are provided responsive to the
then current status of device 330.

The various status icons presented in the example embodi-
ment are shown in FIG. 32. For example, a visual represen-
tation of a traffic light showing a green light 390 is displayed
to indicate that the system is operating to capture images in
the normal manner. A representation of a thermometer
approaching the top of its range is included in an icon 392.
This icon is displayed to indicate that the storage capacity of
the data store within device 330 is reaching its maximum
capacity and is not storing images in the usual manner.

An alternative icon 394 is displayed to indicate that there is
a need for a user to exercise caution as the system is running
with errors. Another icon 396 which is a visual representation
of'a diskette is displayed to indicate that input changes to the
configuration of the device 330 have not been applied. An
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icon 398 which is a visual representation of a stop sign is
displayed to indicate to a user that an application error has
occurred or that some other problem has happened such that
the system is not operating or communicating normally.

In this example embodiment, a user at a terminal is enabled
to program or configure operational features of the device
330. Preferably a user will be enabled to configure many
features and operations of the system. This is accomplished in
the example embodiment by the user making selections and
inputs from screens or pages in a graphical user interface
through which a user sets up or changes the programming of
the system. These interface screens and pages are displayed to
the user responsive to selection of icons in the tool bar and
through subsequent selections as a user operates the auto-
mated banking machine in response to the interface.

In the example embodiment, one of the aspects of the
system that a user is enabled to configure is the period of time
that image data and other data including transaction data is
stored. In this example embodiment, the device 330 is con-
figured to store data for at least certain programmed periods
of time prior to deletion. FIG. 33 shows an example screen
400 which is presented to a user of the system. Screen 400
includes image type categories 402. The image type catego-
ries correspond to the types of triggering events which caused
an image to be captured. For example, in FIG. 33 the types of
images corresponding to “normal” are those images that are
captured in response to programmed sequences which are
done periodically on a routine basis such as for a periodic
surveillance of an area. Those image types which are captured
in response to alarms correspond for example to images cap-
tured in response to trigger inputs such as a panic alarm or an
intrusion into a secure area within a facility. Other image
types correspond to transactions. These may include for
example in the example embodiment transactions conducted
at automated banking machine 332 or at cash register 344.
Through inputs in response to screen 400 a user is enabled to
input and select which types of images are to be deleted first
and last. The user is also enabled to set up minimum periods
during which images corresponding to particular image types
are to be retained.

FIG. 34 shows an expanded screen 404 which further
enables a user to configure the auto deletion feature of the
invention. Through inputs in response to screen 404 a user is
enabled to set the unit to accomplish automatic deletion of
images in accordance with the parameters that have been
input. The user is further enabled to input when the auto
deletion activity is to begin as well as when available disk
space is considered sufficient such that auto deletions should
stop. As a result in response to the user selecting to have auto
deletion activity occur, the device 330 will operate to selec-
tively begin deleting images in accordance with the priorities
that have been established for the retention of images so that
additional storage space may be made automatically avail-
able.

It should be understood that the parameters and deletion
capabilities shown in connection with screens 400 and 404
are example and other embodiments of the invention may
operate to store image data and delete it selectively in
response to other parameters. In addition, the auto deletion
function may be combined or integrated with an automated
downloading function so as to selectively transfer images
prior to deletion to another storage area that is connected to
device 330. This may include, for example, the transfer image
and transaction data to other terminals connected in network
362 so that such image data may be stored at a remote location
prior to deletion of the image data from the device 330. Other
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approaches and techniques appropriate for systems of the
invention will be apparent to those skilled in the art from the
foregoing description.

Another aspect of the example embodiment that may be
configured by an authorized user is the security applied to
various types of images. In the example embodiment device
330 allows a user to selectively apply authenticating algo-
rithms to selected types of images. A screen presented to a
user in the course of configuring the system to establish this
capability is represented 406 in FIG. 35. In response to screen
406, a user is enabled to set the system so that digital signa-
tures are applied to any of several different image types. For
example as represented in screen 406, a user may elect to
include digital signatures in images captured in response to
triggering events such as alarm conditions, detection of
motion or other hard trigger alarms. Likewise as shown in
screen 406, the user may configure the system to apply digital
signatures into images captured in response to transactions
conducted at an automated banking machine. In the particular
example, shown in FIG. 35, digital signatures are not applied
to “normal” images which are those captured in response to
routine periodic sequences. As represented in screen 406, the
user may also elect to apply digital signal security to no
images or all of the images captured in the operation of the
system. It should be understood that the categories of images
shown in screen 406 are example and in other embodiments
other types of image parameters may be used.

A further useful aspect of the example embodiment of
device 330 and the system 328 represented in FIG. 28 is the
ability of an authorized user of device 330 to program
sequences in which images or other information are captured.
As is the case in embodiments previously discussed,
sequences include a triggering event and a series of actions
that are taken by the system in response to a triggering event.
Triggering events may include, for example, sensing image
conditions such as motion, lack of usable video or a blocked
camera and taking a series of actions in response thereto such
as capturing images from other cameras, turning on lights,
placing in more permanent storage temporary image data that
was captured prior to the triggering event, sending messages
such as e-mails or performing other actions. Similarly, trig-
gering events may include activities conducted at an auto-
mated banking machine or other transaction machine, during
which times it is desirable to capture and permanently retain
images from cameras which have a field of view that includes
the area where the machine is positioned. Similarly triggering
events may include inputs to or from alarms or sensors. Other
triggering events may include sequences which operate on a
timed or other periodic basis in a routine manner such that
image data is stored in relatively permanent storage from each
of the cameras in the system as a routine matter of course.
Numerous types of sequences can be programmed by an
authorized user using the example embodiment of the inven-
tion.

For purposes of the particular example embodiment of
system 328, triggering events are cataloged by type as either
“normal,” “alarms” or “transactions.” Normal images are
those that are captured in accordance with routine sequences
that are carried out on a periodic basis in accordance with the
programming of device 330. Different routine sequences may
be operative at different dates and times in accordance with
the system configuration. Such routine sequences may, for
example, capture an image from a particular camera so as to
store it in relatively permanent memory every so often, then
subsequently capture an image from another camera and so
on. Because these “normal” images are captured on an ongo-
ing basis, care is generally exercised by the operator of the
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system to be sure that not so many images are stored that the
available storage space is occupied too quickly by images that
are of no particular interest.

The images classified as “alarms” are those that correspond
to alarm type inputs. These can include hard trigger alarms
such as those provided by switches, invisible beams and
buttons that may be tripped as activities occur. Similarly, the
category of “alarms” include image conditions such as
motion detection, loss of usable video, detection of particular
features, clothing, body orientation, colors or objects within
the field of view (or a detection area smaller than an overall
field of view) of a particular camera. Each alarm sequence
may include appropriate actions such as actuating lights,
blocking devices, alarms, contacting police or fire depart-
ments and/or sending e-mail messages and/or images to pre-
determined addresses.

In the example embodiment, images associated with
“transactions” are images associated with devices at which
transactions are carried out. These may include transactions
conducted at automated banking machine 332, cash register
344 or other devices where it is desirable to make a record of
the transactions. With regard to transaction images the
sequence typically involves a triggering event related to
operation of a component of a transaction function device or
terminal, and the actions may include capturing the image to
store it in memory and perhaps additional steps depending on
the nature of the transaction being conducted. Again, it should
be remembered that the categories of triggering events in this
embodiment are example and other triggering event catego-
ries may be used in embodiments of the invention.

In the example embodiment, device 330 operates in a man-
ner like that previously discussed to digitize image data
received from all or a selection of cameras on an ongoing
basis. This image data is digitized as image frames on an
ongoing basis and remains stored in the memory associated
with the computer of device 330 for a fairly limited period of
time. These temporarily captured and stored images may be
more permanently captured by being moved to relatively
permanent storage at the time that they are received or alter-
natively may be moved into relatively permanent storage at
any time prior to their deletion. The value in digitizing and
temporarily capturing images on an ongoing basis as often as
possible from selected cameras include the ability to recover
image data from a time prior to a triggering event. Thus for
example if an image condition such as a blocked camera is
detected, one or more prior images from the same camera that
are still in temporary storage may be transferred in response
to the triggering event to more permanent storage and corre-
lated with data representing the triggering event. This may
enable detection of an image which includes a person who
caused a camera to be blocked. The ability to retain on a more
permanent basis images which occurred prior to a triggering
event is configurable in the example system, as are the num-
ber of images prior to the triggering event which may be
transferred to more permanent storage. Of course the ability
to transfer prior images depends on the number of image
frames that are available in temporary computer storage from
each camera prior to the deletion of such images. Of course
the duration that such temporary images are stored can be
increased with the addition of additional storage and process-
ing capability. Likewise, the frequency of these temporary
images from any given camera depends on the processing
capabilities of the computer operating in device 330. Faster
processing may similarly increase the frequency at which
temporary images are captured.

A useful aspect of the example embodiment includes the
ability to program sequences using descriptive terminology
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which is established by a user of the system. FIG. 36 shows a
screen 408 that is displayed to a user in configuring system
328. Screen 408 is a camera set-up screen in which a user is
enabled to give descriptive names to the particular cameras or
field of view of a camera connected to the system. From
screen 408, a user is enabled to select a camera through use of
an input device such as a mouse and to “see” the field of view
that is associated therewith. The user is also enabled to input
a descriptive name for that field of view such as is shown in
connection with “camera 01” shown in FIG. 36. As subse-
quently explained in detail, a user is enabled to configure
sequences including triggering events and actions to be taken
in response thereto using the descriptive names that the user
has given to various cameras in the system. This capability
greatly simplifies the programming of the system as users are
not required to learn any special conventions or terminology.

As is the case with cameras, users are also enabled to apply
descriptive names to outputs which are provided from the
device 330. These outputs may include for example a descrip-
tive name for the particular item or action which is triggered
by the output. For example, in F1G. 37 there is shown a screen
410 in which an authorized user of the system is presented
with output numbers for the various contacts and connections
that may be made to device 330. By making an appropriate
selection and input, the user is enabled to apply descriptive
terminology to these outputs. For example, in screen 410
“output 01 has been named to indicate that it operates to turn
on lights in a vestibule. Of course this is an example and any
appropriate name may be input in the discretion of the opera-
tor.

Similarly, the user of the system is enabled to provide
descriptive names for the inputs which serve as triggers for
executing sequences by device 330. Screen 412 in FIG. 38
shows the capability of a user to give a descriptive name to a
particular input device. For example, in FIG. 38 “input 01 to
device 330 is indicated as associated with a teller panic but-
ton. Having this descriptive information available and usable
to program sequences in the invention makes it much easier
for a user to set up and check that the desired activity is
happening in response to a triggering event in any given
sequence.

FIG. 39 also shows the capability of device 330 to execute
sequences that are triggered by operation of automated bank-
ing machine 332. A screen 414 in FIG. 39 shows an ATM
monitoring set-up screen. In response to the presentation of
screen 414, a user is enabled to give the automated banking
machine a particular descriptive name. This descriptive name
may include the particular street address where the automated
banking machine is located. Similarly, if there are several
automated banking machines at the same address, each
machine may be assigned a descriptive name representative
of its location. Such terms used may include names such as
“lobby ATM,” “drive-through ATM” and “walk-up vestibule
ATM.” Of course many other types of names and designations
may be used depending on the particular type of automated
banking machine involved.

In the example embodiment of screen 414 shown in FIG.
39, the system 330 is shown configured to operate in connec-
tion with an ExpressBus™ interface which is used in auto-
mated teller machines manufactured by Diebold, Incorpo-
rated, the assignee of the present invention. In other
embodiments of the invention other appropriate set-up
screens suitable for configuring the programming of the sys-
tem to work with other types of machines may be presented.

As was discussed in connection with other embodiments,
actions performed as part of a sequence may include sending
e-mails to one or several persons notitying them of the occur-
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rence of the triggering event. Screen 416 shown in FIG. 40
may be used by an authorized user of the system to input
e-mail addresses that are to be notified of triggering events.
Further as represented in screen 416, a user is able to desig-
nate groups of persons who are to be notified of particular
events. These descriptive names for groups enable an autho-
rized user to readily configure the system so that a number of
people receive an email message notifying them of a trigger-
ing event. Such actions are readily programmed into a
sequence by referring to the name of the group.

Screen 418 shown in FIG. 41 shows an example of an
e-mail group which has been named “security.” This would
be, for example, a group of persons or entities that are to be
notified in the event that a triggering event detected by the
system indicates a breach of security or some activity that
should be investigated by a security organization responsible
for the facility. As can be appreciated by screen 418, an
authorized user of device 330 is enabled to add, delete and
edit e-mail addresses which compromise the groups which
are to be notified.

In some example embodiments where images correspond-
ing to documents are captured by an automated banking
machine, the system may operate to deliver images of docu-
ments accepted by the machine to authorized persons. This
may include for example delivering e-mail messages which
include or have attached thereto data corresponding to an
image of a document. For example in some embodiments
e-mail address data may be resolved by an automated banking
machine based on routing numbers or other data or indicia
included on checks or other instruments presented to an auto-
mated banking machine. Based on programmed instructions
in the machine such data may be utilized to resolve the appro-
priate e-mail address associated with the maker of the docu-
ment. In this way the maker of the document may be advised
that the particular document has been cashed. Further, as
previously discussed in example embodiments a maker of an
instrument so notified may also access and/or transfer data
corresponding to at least one image associated with the indi-
vidual presenting the document to the machine. This may
enable greater assurance that the particular document has
been presented or cashed by an authorized person. Likewise
some embodiments may provide e-mail notifications and/or
image data when a document has been deposited for the
benefit of a user. Such approaches enable the persons
involved to manage their account balances more closely and
in some example embodiments to reduce the risk of fraudu-
lent or inappropriate activities.

The example embodiment of device 330 enables an autho-
rized user to readily program the system to carry out various
types of sequences. These sequences include sequences asso-
ciated with the capture of “normal” or routine images that are
stored on a timed or other periodic basis while the system is
operating. The user is also enabled to program sequences in
response to the various types of triggering events such as
inputs, motion detection, lack ofusable video and the conduct
of transactions. FIG. 42 shows a screen 420 which is pre-
sented to a user in connection with establishing routine
sequences for the capture of images and storage on a rela-
tively permanent basis. Screen 420 also shows the beginning
point for the programming of sequences in response to input
devices which will be later discussed in detail.

In response to user selection of the “daily program™ box in
screen 420 a screen 422 shown in FIG. 3 is presented. Screen
422 shows a visual representation of a weekly layout for
hours in each day and the names of programs or sequences
which are operated to capture routine or “normal” images
during the indicated times. In addition to viewing the

10

20

25

40

45

50

48

sequences that are operative at various times during the week
from screen 422, the user is enabled to view the sequences
applicable during any selected day of the week or in groups of
days such as by weekdays or weekends. In the example pro-
gramming of the system, sequences are configured to con-
tinue until a time when another sequence is to be initiated.
Further, the programming is set up so that a more specific
program for a given time period will override a more general
program during the selected period.

By selecting a particular day of the week from screen 422,
the example embodiment of device 330 is operative to display
to a user a screen 424 shown in FIG. 44. This screen shows for
the selected day the sequences for the routine capture of
images that occur on that day and the time periods when each
sequence starts and ends. A graphical indication is also pro-
vided so that the user may readily see the times during the
selected day when particular sequences are operative.

From screen 424, a user is enabled to select to view any of
the selected sequences. For example, by selecting to view
sequence indicated “1” in screen 424 the device 330 causes
the screen 426 shown in FIG. 45 to be displayed. Screen 426
indicates to the user a graphical representation of the steps
involved in the routine sequence. Screen 426 also indicates
the data compression level that is to be applied to the images
that are captured and stored on a relatively permanent basis.
By selecting the compression level the user may choose to
have lower quality images in exchange forutilizing less of the
available data storage space with images corresponding to the
particular sequence. Various levels of data compression are
selectable by the user for the sequence as shown in screen
426.

As represented in screen 426, the user is also enabled to set
an image capture rate which controls the frequency of image
capture and storage during time periods which are indicated
in the sequence as periods during which images are to be
captured by a particular camera. In the example embodiment,
the user has the option to capture a certain number of images
or to set the system to capture images for a period of time. If
the user configures the system to capture images based on
time, the indicated rate reflects the number of images cap-
tured and stored in relatively permanent memory during each
second. The example embodiment also enables a user to
select A VI which is an image capture rate sufficiently high
such that it appears to capture full continuous motion in a
manner similar to a video clip. In the example embodiment
the capture often or more images each second corresponds to
what generally appears to a user to be full motion. Of course,
higher rates of image capture may be used.

Screen 426 represents the sequence which is carried out
routinely by the system on an ongoing basis using the passage
of time as the triggering event for each sequence. As can be
seen, the particular cameras in the example sequence are
shown by the numbers as well as the descriptive names which
have been applied by a user thereto. In this example sequence,
a camera which views a front door takes one image every
second for three seconds. Thereafter, a camera which takes
pictures of an outside ATM takes one image every second for
three seconds. After that, a camera which views the back door
takes one image every second for three seconds. After com-
pleting the sequence, the sequence repeats. An authorized
user is enabled to modify the sequence by changing the num-
ber and timing of images in the sequence. The user is also
enabled to delete and modity steps in the sequence by select-
ing the “buttons” at the bottom of screen 426. For example, a
user is enabled to selectively or completely delete steps in the
sequence, add cameras, add steps and save the revised
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sequence. Of course in other embodiments additional options
for steps or actions in sequences may be provided.

In the example embodiment of the routine sequences, pro-
visions are not made for notifying a remote location via
e-mail. This is because routine sequences are continuously
executed gathering and storing images at all times while the
system is operating. This includes times in which images are
being captured in response to other events. In other embodi-
ments however, the system could include as part of the cap-
ture of normal images, provisions for providing periodic
reports via e-mail or otherwise, to functions or individuals
who need to know that the system is operating normally. In
addition, such messages may also include one or more images
enabling the person receiving the message to visually verify
the current condition in the area or facility monitored by the
system.

FIG. 46 shows a screen 428 at which a user is enabled to
review sequences associated with inputs that correspond to
triggering events. Such triggering events may include, for
example, the inputs from various sensors sensing activity in
various areas under surveillance, inputs from panic buttons or
other types of inputs. By providing inputs in response to
screen 428 an authorized user is enabled to selectively enable
execution of the sequences in response to the triggering
events which cause the listed inputs.

By providing inputs to screen 428 a user is enabled to
configure the sequences associated with particular inputs.
This includes establishing a schedule during which a selected
input will cause a selected sequence to be executed. The
schedule for the execution of a particular sequence is shown
in screen 430 in FIG. 47. Through inputs to screen 430, the
user is enabled to indicate the time periods during which the
system will execute the sequence if the input is received. For
example, if the particular input is associated with opening a
door, it may not be desirable to capture images during the time
periods when the door is frequently opened by employees or
customers who access a facility. The configuration associated
with the input enables the input to cause the execution of the
sequence only at the times when the capture of images is
likely to yield useful information. In the example screen 430
shown in FIG. 47 an input number 2 is configured to cause its
corresponding sequence to be executed only between 9 a.m.
and 4 p.m. Through inputs to screen 430, an authorized user
is enabled to modify these time periods as well as to select
separate discrete times periods during which the input will
cause the sequence to be executed.

The user is also enabled to set up or modify the sequence
that is associated with the input. This is accomplished from
screen 430 by an appropriate input that causes the screen 432
shown in FIG. 48 to be displayed. Screen 432 includes a
description of the particular event associated with the input.)
Also as is the case with the routine sequences previously
discussed, a user is enabled to set the image quality of the
images captured and stored in response to the triggering
event. Further in the example embodiment, an authorized user
is enabled to set the number of times that the sequence will be
executed in response to the triggering event. As previously
discussed, screen 42 also includes provisions for the user to
set the image capture rate associated with the capture of
images that are done in the corresponding sequence on a
timed basis.

The user is enabled to set up a sequence by selecting the
“buttons” at the bottom of screen 432. These buttons corre-
spond to various actions related to cameras, outputs and
e-mails that the system is enabled to capture images from,
provide and send, respectively. In response to selecting one of
these buttons, a particular configuration step or action which
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a user may populate with instructions by making selections
therein is included in the sequence. For example, in response
to selecting a “camera” button a sequence frame designated
434 in screen 432 is displayed. The sequence frame includes
five areas for inputs that can be provided by the user. This
includes the camera selection, the number of images, the
frequency of the images and the duration or number of images
involved. By populating these five spaces in the image frame
with data the user is enabled to provide the necessary pro-
gramming information for carrying out an action in a manner
that is readily understood in a sentence format. For example,
as shown in screen 432, sequence frame 434 indicates that the
camera designated “drive-thru #2” takes one image every one
second for two seconds. Of course by making selections and
inputs the user is enabled to change the five input areas within
the sequence frame to suit their particular requirements.

Similarly, as represented in screen 432 selection of the
“output” button enables a user to include a sequence frame
436 in an action the sequence. The sequence frame includes
three inputs that can be made by a user to select the nature of
the output that is to be included as an action in the sequence.
In the case of sequence frame 436 the user is shown as having
populated the information for causing the “W station #2
light” to turn on for ten seconds. Thus again the sequence
frame enables the user to provide in a sentence format those
instructions which correspond to a selected output. Further
the outputs are enabled to be selected in accordance with the
descriptive names that have been applied to the outputs by a
user.

As can be appreciated from screen 432 numerous action
steps can be selectively added or deleted from a given
sequence as desired by the user in response to the triggering
event. It should further be understood that similar sequence
frames are provided for e-mails which is a selected action step
that can be taken in response to a triggering event. Further in
other embodiments additional types of steps can be taken,
each of which may have its own sequence frame which a user
may populate with particular data to accomplish the carrying
out ofa particular action step. For example, additional actions
may include repeating one or more steps in a sequence one or
more times, and waiting for other actions or delaying for a
time before taking further actions. Similar principles are car-
ried out in connection with the programming of the various
types of sequences by the system of the example embodi-
ment.

FIG. 49 shows a screen 438 which is associated with estab-
lishing a sequence in response to the detection of motion in
the example system. The motion set-up sequences enable a
user to establish when detected motion within a particular
area causes images to be captured and stored on a relatively
permanent basis, and other actions to be taken as part of a
sequence.

In screen 438, the cameras which are included in the sys-
tem are presented using the descriptive naming terminology
applied by auser. In response to the motion set-up screen 428
a user is enabled to select which sequences are enabled or
disabled for particular cameras. In addition a user is enabled
to access other screens for purposes of setting up selected
detection areas in which motion is to be detected, as well as to
configure the sequences that are executed in response to
motion detection.

In response to selecting a set-up button for an appropriate
camera from screen 438, a set-up screen showing a field of
view currently obtained from the camera selected is displayed
at the user terminal. An example of such a set-up screen is
indicated for 440 in FIG. 50.
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Screen 440 includes a field of view of the designated cam-
era generally indicated 442. The field of view of the camera
includes the entire image field that the camera is currently
viewing. Through use of a mouse or other input device, a user
is selectively enabled to select one or more detection areas
schematically indicated 444 within the field of view 442. The
detection areas 444 are one or more areas to be analyzed and
in which a determination concerning the detection of motion
is to be made. An advantage of providing a selected detection
area for purposes of determining the presence of motion is
that it avoids problems associated with monitoring in areas
where motion may commonly be occurring in some areas, but
where in other areas the occurrence of motion is an event for
which images should be captured. In the example embodi-
ment the system is operative to compare the images only
within the selected detection areas on an ongoing basis
between the temporary captured images that are stored tem-
porarily from each of the cameras. Comparison of the image
in one or more successive ones of these temporary images is
preferably analyzed through operation of the computer for
differences. In this embodiment the computer operates to
analyze the pixels which make up these images fora degree of
change. If more than a set degree of change between one or
more of these images which are spaced in time is detected,
this is an image condition indicative and motion and a trig-
gering event which causes the corresponding sequence to be
executed.

An advantage of the example embodiment shown in con-
nection with screen 440 is that the user is enabled to selec-
tively set the degree of change in the image in the detection
area which will result in a determination that motion has been
sensed. Specifically in the example embodiment the user is
enabled to selectively input values as to a percent of sensitiv-
ity which corresponds to a change in property such as inten-
sity or color (or a combination of both) among pixels in the
detection area that will 5 be considered for purposes of deter-
mining whether motion has occurred. Likewise the user is
enabled to set the percent of activity which corresponds to a
quantity such as a number or percentage of pixels subject to
analysis experiencing the set change in intensity or sensitivity
which is indicative of motion. In this way the user of the
system is enabled to set the motion detection parameters for
the degree of change which will cause a triggering event
indicative of motion detection. A user may thereby avoid
motion from being considered detected in circumstances
where it is not desirable to capture images.

An example embodiment includes a service program
which enables a servicer or authorized user to test the suit-
ability of the motion detection settings in particular circum-
stances. This program runs in one or more computers opera-
tively connected to the camera of interest. The user inputs into
the computer running the program the selected sensitivity and
activity settings. The user may then cause activity to occur in
the field of view of the camera. The program then causes a
display to operate so as to indicate whether the activity
resulted in motion being considered to have been detected. In
this way a user may adjust the settings to suit their require-
ments. Alternatively the system may be operated in a test
mode to capture a series of images from a selected camera.
The settings may be applied by a test program to these cap-
tured images in a controlled manner to evaluate the settings
versus the nature of image change. In an example embodi-
ment, captured images may be compared in the sequence
originally captured or may be compared in a different
sequence to determine the appropriate motion detection set-
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tings. Once selected, the selected settings for sensitivity and
activity may be set in the system and applied on an ongoing
basis.

Returning to the discussion of FIG. 50, from screen 440 a
user is enabled to display a schedule for selected days in
which motion is to be detected. This is represented in screen
446 which is shown in FIG. 51. Through inputs responsive to
screen 446 the user is enabled to set the periods during which
motion detection is accomplished for purposes of carrying
out a sequence. As can be appreciated in many circumstances
there are particular times of day during which motion is likely
to be going on in a particular area and other times during
which the detection of motion may represent an usual event
for which images should be captured. Through inputs of
screen 446 an authorized user is enabled to selectively set the
times during which motion detection analysis will be con-
ducted.

From screen 446 a user is enabled to set the sequence that
is carried out in response to a motion detection event. This is
done inresponse to a screen 448 shown in FIG. 52. Screen 448
includes the ability of a user to set the parameters associated
with the detection of motion using the descriptive names for
cameras which were set up by the user. The user is also
enabled to set the image quality parameters for the storage of
images. In addition to parameters associated with other
screens, in screen 448 the user is also enabled to set the
number of images captured prior to the detection of motion
which will be moved from temporary storage into relatively
permanent storage in connection with images captured in
response to the motion event. Using inputs directed to the
“buttons” in screen 448, the user is also enabled to set up the
sequence frames associated with cameras, outputs and
e-mails by populating the information in the frame. A
sequence frame enables the user to program using a sentence
type structure, the actions which will occur in response to the
triggering event. For example, in the sequence shown in 448
in response to motion being detected at the camera which
watches the back door of a particular facility, the back door
camera takes two images every second for sixty seconds.
Thereafter the outside back light turns on for five seconds. In
addition to capturing the images from the back door camera,
two pre-alarm images are transferred from temporary storage
into relatively permanent storage with data which describes
the triggering event. Of course, it should be understood that
the sequence parameters and actions are example and in other
embodiments other approaches may be used.

Embodiments may also capture images in response to trig-
gering events which are indicative of cameras being blocked.
Such blocked camera events which are alternatively referred
to herein as a lack of usable video, generally result from an
image condition in which the image presented is either
unduly light or dark, or otherwise lacking in contrast, not
changing or otherwise appearing so as to suggest that usable
video data is not being received. The sequence as associated
with blocked cameras is configured in the example embodi-
ment with inputs responsive to a screen 450 shown in FIG. 53.
In response to presentation of the screen 450 a user is enabled
to select the particular camera at which a blocked camera
event will be detected.

In response to the user selecting a camera in response to
screen 450, the example embodiment displays a screen 452
shown in FIG. 54. Through selections made in response to the
presentation of screen 452 the user is enabled to set the
blocked camera capability as either operative or inoperative.
The user is also enabled to set up the criteria used for identi-
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fying a blocked camera as a triggering event and to configure
the sequence that will be executed in response to the blocked
camera event.

Inresponseto auser selecting the set-up button from screen
452, the example embodiment is operative to display a screen
454 shown in FIG. 55. In screen 454 the user is enabled to set
a brightness intensity (which may represent a color level
tending toward white) as well as a darkness intensity (which
may represent a color tending toward black). In this example
embodiment if the pixels which make up the field of view of
a selected camera average above the selected brightness
intensity, or alternatively average below the selected darkness
intensity, a triggering event indicative of lack of usable video
is initiated. Alternative embodiments may look for every
pixel being above or below certain thresholds. Alternatively
in other embodiments the pixels which make up the field of
view are analyzed by the computer on an ongoing basis for
color level or contrast with pixels in other areas of the field of
view. A failure of the image to have contrast above a set level
for the overall field of view may in addition represent a
triggering event indicative of lack of usable video. Of course,
as previously discussed, other criteria may also be used for
deciding that there is a lack of usable video.

Screen 456 shown in FIG. 56 is presented to a user in the
example embodiment to set a time period during which the
sequence will be carried out if a camera is blocked. The user
is enabled to set the inputs for those times of day during which
a blocked camera event will be considered a triggering event
for the sequence to be carried out.

Screen 458 shown in FIG. 57 is displayed in the example
embodiment to a user to configure the sequence that is
executed in response to a blocked camera event. As in the
other sequence configuration screens of the example embodi-
ment, a user is enabled to set the quality of the image data that
is captured in response to the triggering event. Further the
selection of “buttons” in the lower portion of the screen 458
causes sequence frames to be displayed which the user is
enabled to arrange and populate with data to configure the
sequence. As shown in FIG. 58 the sequence frame 460 asso-
ciated with sending e-mails is displayed. This sequence frame
enables a user to input data identifying persons or groups of
persons to which e-mails are to be sent. The ability to use the
descriptive naming terminology defined by the user simpli-
fies the programming of the sequences in the example
embodiment. Further as shown in screen 458 the user is
enabled to employ other sequence frames such as sequence
frame 462 which is associated with a camera. By populating
the inputs for the camera sequence frame the user creates a
sequence which is carried out in response to the indicated
camera being blocked. The example sequence includes send-
ing an e-mail to the e-mail group thatis designated “security.”
in addition to sending the e-mail, camera #2 is operated by the
computer to capture and store two images every second for
twenty seconds. Of course it should be understood that cam-
era number two is a camera which preferably includes in its
field of view the camera that is indicated as blocked. Of
course as previously explained in other embodiments, the
programming for lack of usable video may also include the
retention in more permanent memory of temporary images
which were taken by the blocked camera prior to the lack of
usable video being detected. Such images may indicate the
cause of the lack of usable video. Of course other approaches
may be used in other embodiments.

In the example embodiment device 330 is also configured
to execute sequences in response to triggering events such as
transaction steps which occur at an automated banking
machine such as ATM 332 or cash register 344. In the
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example embodiment sequences are configured to acquire
images in response to the operation of transaction function
devices. The images are stored in connection with transaction
data regarding the transaction that is conducted at the
machine. FIG. 58 shows an example screen 464 which is
displayed to an authorized user by device 330 in connection
with configuring sequences responsive to the operation of an
automated banking machine. Through inputs in response to
screen 464 a user is enabled to set up and configure the
sequences associated with operation of the machine.

In the example embodiment inputs responsive to screen
464 enable the user to set up the acquisition of images from
particular automated banking machines. This is done through
inputs to the user terminal in response to a screen such as
screen 414 shown in FIG. 39. Further from screen 464 a user
is enabled to configure the parameters for the acquisition of
images in connection with particular events carried out at the
ATM. This is accomplished in the example embodiments
through inputs through a screen 466 shown in FIG. 59. Screen
466 cnables a user to select triggering events for the capture of
images. For example in the example screen shown, the trig-
gering events include the reading of a user’s card and the
printing of a receipt. The user is also enabled to configure the
system to set the quality of the images stored based on the
level of data compression used. Further as represented in
screen 466, the user is also enabled to set sequences which
include sequence frames for cameras, outputs and e-mails
responsive to triggering events which occur in the course of a
transaction. For example in example embodiments the system
may capture one or more images of a customer operating the
banking machine so as to provide verification at a later date as
to the identity of the particular person who has operated the
machine to carry out the transaction. The number and char-
acter of images may be varied depending on transaction
parameters including the transaction type, the time of day, the
amount of money involved or other parameters associated
with the user.

In the example embodiment, transaction data is also stored
in correlated relation with the captured image data. The image
data is correlated with the transaction data by the particular
time at which the transaction is conducted. Of course in other
embodiments other approaches to correlating image and
transaction data may be used. Alternatively, image and trans-
action data may be stored together in common files depending
on the requirements of the system. Generally, in the case of a
system monitoring an automated banking machine, the trans-
action data that is stored will often include parameters such as
time, user name, account number, transaction type and
amount. The storage of these parameters in connection with
the images enable the selective sorting of images by transac-
tion parameters. This enables an operator of the system to
more readily recover types or ranges of transactions that may
be of interest. In addition, it facilitates the selective retention
or deletion of transactions in some embodiments by factors
such as the transaction type and/or amount. Of course, in
other embodiments other approaches may be used.

It should be understood that although in the example
embodiment image capture from an automated banking
machine is conducted responsive to signals sent to transaction
function devices on the system bus of the ATM, in other
embodiments other triggering events may be used. For
example, in some embodiments the presence of a user adja-
cent to a transaction terminal may be sensed with a proximity
sensor such as an ultrasonic detector or a weight sensing pad.
Alternatively, automated banking machines may provide
hard sensor inputs such as are obtained when a user receives
cash from a cash receipt dispenser, or another device on the
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machine is moved. Such inputs may be configured as inputs to
device 330 much in the manner of sensors 346. Such inputs
may be used for purposes of 5 configuring sequences in
response to such inputs. For example a screen 468 shown in
FIG. 60 represents an example where an input from a sensor
is used as the basis for configuring a sequence. Such an input
may correspond to the operation of the device on an auto-
mated banking machine or other transaction terminal.
Through inputs responsive to screen 468 a user is enabled to
configure a sequence including capturing images from cam-
eras, providing outputs or sending e-mails in response to such
inputs. Of course, numerous other alternatives for accom-
plishing similar functions may be used.

As previously discussed, a useful aspect of some embodi-
ments is the ability to conduct searches for images that have
been stored. Searches may be made based on one or more
parameters. Image searching is accomplished responsive to
selecting the icon 378 in the tool bar 370 displayed on numer-
ous screens in the example embodiment. A screen 470 shown
in FIG. 61 is used for obtaining user inputs concerning
example parameters that are employed in the searching of
images. As canbe seen in screen 470 a user is enabled to select
time periods during which images are to be searched. The user
is also enabled to select cameras which captured the image
data which will be searched. The user is enabled to select all
cameras or particular cameras which are to be searched.
Alternatively, a user is enabled to select a “quick viewer
option” which enables a user to scan through images in a
manner that is later described.

Screen 470 also enables a user to select parameters for
identifying images. These include for example selecting
among images captured in response to particular alarm types
as well as images captured in response to particular transac-
tion types. In this way a user is enabled to selectively search
the images for a number of different parameters. Other
embodiments may be operative to search for data or other
features in imaged documents. The ability to search by vari-
ous parameters greatly reduces the effort required to identify
images that may fit a user’s search criteria.

As explained in connection with other embodiments,
image data may in addition be searched by 5 visual charac-
teristics. These may include for example searches for physi-
cal characteristics of persons shown in the images. Similarly
searches may be made for certain types of apparel, certain
colors or certain devices or items. The capability of some
embodiments of the present invention may enable identifying
particular persons or situations for which available data is
otherwise incomplete. This may include for example identi-
fying witnesses or other persons present when particular cir-
cumstances have arisen. Of course numerous different types
of criteria and parameters may be used in searching for
selected images.

A further aspect of the example embodiment represented in
screen 470 is the ability to also group images by the particular
type of event which has caused the images to be captured.
This provides the capabilities of allowing a person reviewing
images to catalogue and review images by the triggering
event which caused them to be captured together. This may
provide a user with additional insights as to particular events.
It may also enable a user to search an event type of most
interest first before moving onto other images which meet
search criteria.

Inresponseto the conduct of searches, various image pages
are displayed by the device 330. Examples of image pages are
shown in FIGS. 62 through 72. Each of these image pages
shows one or more images that have been captured and stored,
and which are displayed in response to search requests. The
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nature of each of the image pages and how they are used in the
example embodiment are explained in detail in the charts
shown in FIGS. 73 and 74. Of course it should be understood
that in other embodiments other image pages may be used.

It should be noted that in the example embodiment, a
control panel schematically indicated 472 is displayed in
connection with image pages. A control panel 472 enables a
user to perform various functions to review images, as well as
to download images from device 330 to other terminals in the
system with a greater degree of assurance that the images
have not been tampered with. It should also be) noted that in
image pages of the example embodiment a graphical repre-
sentation of a piece of movie film is included to represent to
auser that a series of images were acquired at high frequency
in response to an event so as to acquire a film clip that
approximates full motion video.

A further aspect of some embodiments is the ability of the
system to indicate that a plurality of images have been cap-
tured in response to certain triggering events. This is indicated
by the image sets as represented for example in FIGS. 64 and
65. Further as represented for example in FIGS. 67 through
70, particular images may be selected for enlargement for
review by a user with information concerning the nature of the
triggering event which resulted in the capture of the image. A
listing of the data which is included with triggering events and
which can be recovered by an authorized user of the system is
listed in the chart in FIG. 75. A further useful feature of the
example embodiment is the capability of a user to provide
comments concerning particular images. Such comments
may be input from the user terminal via typed input in text
form. In alternative embodiments, a user may input com-
ments by voice to text conversion input as well as to have
comments stored as a voice file. Such comments may be
useful later in recovering images when searching by particu-
lar comment criteria. The computer may itself be pro-
grammed to add comments to particular fields in connection
with images depending on the programming of the system.

The control panel 472 used in the example embodiment is
shown in greater detail in FIGS. 76 through 80. The control
panel 472 includes a plurality of icons and indicators as well
as an image counter which is shown in FIG. 77. The function
executed in response to selection of each of the icons in the
control panel when particular image pages are being dis-
played is shown in detail in FIGS. 78 through 80. As will be
understood from the detailed description, the control panel
472 enables a user to navigate through images in a rapid and
selective manner. The user is also enabled to navigate through
aseries of images sequentially in varied increments and direc-
tions within the series of selected or) displayed images. Fur-
ther as represented in FIG. 80, the user is enabled to provide
inputs to the control panel so as to identify images captured
within certain time parameters, it should be understood that in
some embodiments the series of images may be considered to
be one dimensional. However in other embodiments the
images may be arranged in a matrix or other multilayer or
multidimension format based on varied parameters. By mak-
ing selections and inputs users may navigate in varied direc-
tions in the series of images.

FIGS. 81 through 83 show numerical examples of the
capability of the control panel 472 in enabling a user to
navigate through a series of images which are displayed to a
user. As represented graphically in each of these figures the
selection by the user enables the user to find an image of
interest to enlarge it, mark it and to print those images which
are of interest.

A further useful aspect of some example embodiments is
the ability of a user to identify selected images for download-
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ing from device 330 to another terminal which is connected
thereto. Such downloading may be accomplished in a manner
which provides greater assurance that the downloaded images
are not altered. This is accomplished in the example embodi-
ment using a feature which is referred to as an image cart. In
reviewing images, a user is enabled to click on a rectangular
icon adjacent to images so as to change the color thereof. As
represented in FIG. 84 these rectangular icons change color
responsive to selection so as to place the images in the image
cart. The positioning of these icons relative to images can be
seen for example in displayed images represented in FIGS. 62
through 64. When scrolling through the images using the
control panel 472 the user is selectively enabled to click on
those images that they find of interest for purposes of down-
loading by changing the color of the image cart symbol 474
adjacent to the image of interest. As explained in FIG. 78 a
viewer icon 476 may be selected at any time on the control
panel to enable a user to quickly view those images that they
have included in the image cart.

A further useful aspect of some example embodiments is
the ability to transfer the images in the image cart from the
device 330 in a manner that provides greater assurance that
the images have not been subject to tampering. In the example
embodiment a user is enabled to download images using the
image cart feature to a terminal. However device 330 is pro-
grammed so as to include in connection with such images a
warning to indicate to the viewer thereof that the image was
not secure and may be subject to tampering. Given the ability
of current computer equipment to do image modification and
manipulation, this feature assures that images which are
downloaded without security give any user thereof fair notice
that the image may not be as originally captured. This notice
is preferably sent with the downloaded image when the data
corresponding thereto is transferred to the user terminal and
the image is output on a display thereof.

The image cart feature however enables the application of
a digital signature with images downloaded in the image cart
along with the associated data. This security feature is
attained by selecting a key icon 477 in the control panel as
shown in FIG. 78. In response to selection of the key icon 477
a user downloading images is presented with a screen of the
type shown in FIG. 85. The screen advises the user that the
images are being downloaded as a secure file to assure integ-
rity. In addition the user is provided with a password which
must be input to unlock the package of image and transaction
data which has been secured with the digital signature. In the
example embodiment, the images are also downloaded with
an encryption scheme which is integrated with the digital
signature technique to assure that only the authorized user
may access such images. Of course it should be understood
that this technique is an example and in other embodiments
other approaches to encrypting the data as well as techniques
for reducing the risk that images have not been subject to
tampering may be used.

Still other example embodiments may be used in connec-
tion with monitoring facilities and users. FIG. 86 shows
example components that may be included in such a system.

A facility 490 such as a bank facility includes an ATM 492
which may be of a type previously discussed. The facility 490
also includes a vault or other valuables holding area 494. The
facility includes an interior area 496 which is accessed
through an entrance 498.

The facility 490 includes a plurality of cameras 500. In the
example embodiment the cameras have fields of view that
include areas adjacent to the ATM, the vault, as well as other
portions of the interior area of the facility. Other cameras of
the example embodiment include fields of view that includes
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an entrance area adjacent the entrance. In the example
embodiment cameras 500 have fields of view that includes
areas both external and internal of a facility. Of course in other
embodiments other approaches may be used.

The cameras 500 are in operative connection with at least
one computer 502 which is alternatively referred to herein as
aprocessor. At least one input device schematically indicated
504 is in operative connection with the computer 502. The
computer 502 includes a suitable interface or other commu-
nications device that enables the computer to operatively
communicate through at least one network schematically
indicated 506. As represented schematically in FIG. 86 the at
least one network 506 may be in operative communication
with a plurality of other facilities 508, 510 and 512. Of course
these facilities are example and a large number of facilities
may be in connection with the network. These other facilities
may include other bank facilities in some embodiments. In
other embodiments the other facilities may include retail
establishments, distribution facilities, manufacturing facili-
ties, residential facilities or other types of facilities that may
be used in connection with various embodiments. It should
also be understood that although a single network 506 is
schematically represented, the facilities may be in communi-
cation in systems of various embodiments through a plurality
of different networks.

The example embodiment shown in FIG. 86 also includes
at least one monitoring facility schematically indicated 514.
The monitoring facility of the example embodiment is used to
monitor the conditions of facilities and to observe the activi-
ties of certain authorized users in ways that are later discussed
in detail. The monitoring facility includes at least one com-
puter schematically indicated 516. The computer 516 is in
operative connection with at least one data store schemati-
cally indicated 518. It should be understood that in some
example embodiments the monitoring facility may include a
plurality of computers and data stores.

The at least one computer 516 is in operative communica-
tion with the at least one network 506 through at least one
suitable interface schematically indicated 520. In the example
embodiment interface 520 may be a suitable interface for
connection to one or more high speed public or private wide
area networks that are in operative communication with one
or more of the facilities. Of course this approach is an
example and in other embodiments other approaches may be
used.

Computer 516 is also in operative connection with a tele-
phone interface schematically indicated 522. The telephone
interface is in operative connection with at least one phone
service network. As schematically indicated the phone ser-
vice network may include connections to land lines, cell
phone communications or other phone or data networks. The
example embodiment also includes an interface 524. In the
example embodiment interface 524 includes an interface to a
system which provides signals which can be used for deter-
mining a location of a position indicating device. This may be
forexample a GPS indicating device, such as a portable phone
schematically indicated 526. However, although a portable
phone with GPS tracking capabilities is discussed, other
embodiments may use other types of devices as position
indicating devices. Likewise other embodiments may use
different types of position indicating features such as for
example, location indicating capabilities based on signals
received at cell towers or other suitable methodologies for
determining position. Likewise in other 5 embodiments other
types of location indicating devices may be used including
devices such as personal digital assistants (PDAs), laptop
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computers, notebook computers or other devices which
include input and communication capabilities.

In the example embodiment the portable phone 526
includes at least one input device including a keypad 528. The
portable phone also includes other input devices such as a
voice receiver. The portable phone also includes output
devices including a screen 530. The portable phone also
includes other output devices including a speaker. The
example embodiment of the portable phone 526 may also
include a camera which may also serve as an input device in
some embodiments. It should be understood that these
devices are example, and in other embodiments, other
approaches may be used.

The example embodiment of the monitoring facility
includes a plurality of devices in operative connection with
the at least one computer 516. Example devices include user
terminals 532 and 534. These user terminals may be of the
type previously described or they alternatively have different
or additional features. With reference to user terminal 532 for
example, the terminal includes at least one display device
536. The display 536 is operative to output visual displays to
a user. This may include graphical outputs of the types pre-
viously described as well as pictorial outputs that include
images which are captured based on the fields of view of
cameras at remote facilities in a manner later discussed. User
terminal 532 also includes a plurality of input devices such as
akeyboard 538 and a mouse 540. Of course in other embodi-
ments additional or different input and output devices may be
provided in operative connection with each user terminal.

The at least one computer 516 is also in operative connec-
tion with other devices at the monitoring facility. These
include in the example embodiment, a device 542 which is
operative to determine a current location of a position indi-
cating device such as a portable phone 526. The at least one
computer is also in operative connection with a telephone
system schematically indicated 544. In 5 the example system
telephone system 544 is usable to provide voice communica-
tions for operators at the monitoring facility through the tele-
phone interface. This may be done for example using various
types of suitable telephone connections. Alternatively voice
over Internet protocol (VoIP) or other types of network con-
nections may be used for voice communications. In addition
the example embodiment of the telephone system is operative
to provide data communications. This may include, for
example, email, text messaging or other suitable communi-
cations for communicating with remote computers and other
devices. It should be understood that the example configura-
tion of the monitoring facility as described is merely example
of some components that may be included at such a facility,
and in other embodiments other, different or additional com-
ponents may be used.

In the example embodiment the at least one data store 518
includes data pertinent to the operation of the system. Such
data may include data of the types previously described
including for example, sequences of actions to be performed
when particular events or conditions occur. The data store
may also include information concerning authorized users of
the system and inputs that each user may use to gain access to
features of the system. In addition in some embodiments the
atleast one data store may include information corresponding
to the facilities which are in operative connection with the
monitoring facility through the at least one network. The data
regarding the facilities may include information related to the
particular facility, the location thereof, items stored therein,
contact data for persons or entitles to be notified about con-
ditions which may occur in the facility, and other information.
In the example embodiment the at least one data store is also
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operative to include data which associates the data corre-
sponding to particular users with the particular facilities with
which they are associated. In this way an authorized user may
be determined as one associated with a particular facility
through operation of the at least one computer 516. This
enables the at least one computer to operate in accordance
with its programming to carry out the activities for the user
related to the particular facility.

In still other example embodiments the at least one data
store may include software instructions of various types that
are suitable for carrying out the functions required by the
particular system. This may include for example, speech rec-
ognition software which enables the interpretation by the at
least one computer of verbal commands that are received
from a user. Examples of such software include Via Voice™
by IBM and Point and Speak™ by Dragon Software. In still
other embodiments the at least one data store may include
voice recognition software. Such voice recognition software
may be suitable for identifying a voice as associated with a
particular user. An example of such software is Voice Vault™
by Biometric Security [.td. Indeed in some embodiments a
user’s voice may serve as a user identifying input. In still
other embodiments the at least one data store may include
facial recognition software. The facial recognition software
may be used in some embodiments to identify particular
authorized users of the system. Of course these are merely
example of types of data which may be stored in the at least
one data store in some example embodiments.

Certain embodiments of the system shown schematically
in FIG. 86 may be operated to minimize the risk of harm to a
user who is required to travel to a facility. This may include
for example a person who has responsibility for opening the
bank facility 490 after it has been closed for the night or for an
extended period of time such as over a holiday weekend. In an
example embodiment, operators and/or computers of the
monitoring facility may review in generally real-time access,
the fields of view of the plurality of cameras located at the
bank facility through the at least one network 506. Alterna-
tively or in addition, the computer at the monitoring facility
may be operative to store images and other data associated
with activities that have occurred at the bank facility. This
may be done in a manner like that previously discussed. Such
images and information may be accessed at the monitoring
facility for review. Thus for example in the example embodi-
ment, the person responsible for opening the bank facility can
gain access to the system and cause the monitoring facility to
review images 5 available from the cameras or other infor-
mation or triggering events at the bank facility to be sure that
there are no abnormal conditions before and/or at the time the
user arrives. In addition in an example embodiment the moni-
toring facility may observe the user arriving at the bank facil-
ity and observe the user until the user is within the facility and
actuates an input device to indicate that they are safe and that
there are no abnormal conditions. Of course if an abnormal
condition is noted, the monitoring facility may operate to
notify the user to stay away from the bank facility, and in
addition may notify other appropriate entities and authorities
about the abnormal condition or take other actions.

The logic executed by the at least one computer 516 in
carrying out the functions of an example embodiment is
shown schematically in FIGS. 87 through 89. In an example
embodiment the at least one computer operates to receive a
communication from a user that there is to be some activity.
The communication in the example embodiment is received
from a user using a portable phone 526. The user communi-
cates to the at least one computer at the monitoring facility
through the telephone interface 522. Upon establishing a
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telephone connection to the monitoring facility, the user pro-
vides at least one identifying input through the phone. This is
represented in a step 546. As previously discussed the iden-
tifying input may include for example the input of a code
through the keypad of the portable phone. Alternatively in
other embodiments the at least one user identifying input may
include a particular password that is spoken by the user. In
still other example embodiments the identifying input may
include the user’s particular voice pattern which can be iden-
tified through operation of the at least one computer. In still
other embodiments the user may provide a visual input
through the camera on the portable phone as an identifying
input. Other identifying inputs may include for example, the
user’s cell phone number, its particular location such as being
positioned at an authorized user’s house, a fingerprint scan
through a fingerprint scanner on the cell phone, or other
suitable device for providing inputs that can be used to iden-
tify the particular user as an authorized user of the system.

After receiving the at least one user identifying input, the at
least one computer operates at a step 548 to determine that the
computer can identify the at least one input provided by the
user as one associated with an authorized user. This is done by
the at least one computer based on information in the data
store. If the computer cannot identify the at least one input as
one associated with an authorized user, the computer executes
a step 550 to determine if it has previously attempted a retry
to obtain a validated input. In the example embodiment four
attempts are made to obtain from the user at least one identi-
fying input that can be used to verify that the user is an
authorized user. After three retries a message is sent through
operation of the at least one computer to the person attempt-
ing to access to system, that access is denied. This is reflected
in a step 552 and the system disconnects from the portable
phone at a step 554. Of course it should be understood that
although in the example embodiment the portable phone is
discussed, in other embodiments stationary phones or other
types of input devices may be used.

If in step 548 the input received is verified through opera-
tion of the at least one computer as associated with an autho-
rized user, the at least one computer then operates in the
example embodiment to resolve data corresponding to the
facility associated with the user. This is indicated at a step
556. In some embodiments the facility may be resolved based
on information stored in the at least one data store. In other
embodiments the facility may be resolved based on inputs
received from the user. For example in some embodiments an
authorized user may be associated with only a single facility,
while in other embodiments an authorized user may be asso-
ciated with multiple facilities. As a result in some embodi-
ments a particular facility which would be the destination of
the user is resolved by the computer based on certain inputs
provided by the user to indicate the particular destination
facility in the particular session, from the plurality of desti-
nations that may be authorized for that user by the system. Of
course this approach is merely example.

The at least one computer is then operative in the example
embodiment to provide signals which indicate to the user the
particular facility or destination which the system has
resolved they will be traveling to. This is represented in a step
558. The output to the user may be produced for example
through a text message on the screen or the portable phone or
through a computer generated voice output to the user’s
phone. Of course these approaches are example.

The user then provides a further input in the example
embodiment to confirm the destination that has been resolved
by the at least one computer. This is represented in a step 560.
In response to the user’s input the computer next determines
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as represented in a step 562, whether the user has confirmed
that the indicated destination is accurate. If the user has indi-
cated that the destination is not accurate, the computer next
executes an operation as represented in step 564 to determine
if there has been previously an unsuccessful attempt to
resolve the particular facility which will be the user’s desti-
nation. If there has been a previous attempt which was unsuc-
cessful, the computer then operates to end the session. If
however there has not been a previous attempt the computer
operates as represented by a step 566 to again resolve a
particular facility which would be the user’s destination. Step
566 may include for example providing further outputs to the
user and receiving other inputs in an effort to determine the
proper facility to which the user will be traveling.

In this example embodiment once the user has confirmed
the facility which is the destination, the at least one computer
operates to cause the output through at least one display ofthe
monitoring facility, at least one image that corresponds to at
least one field of view of at least one camera at the designated
facility. This is represented in a step 568. In example embodi-
ments an operator at the monitoring facility may provide
inputs to input devices to review images corresponding to the
fields of view of a plurality of cameras that capture images of
areas within and outside the facility. This may 5 include for
example in the case of the example bank facility 590, the areas
adjacent to the vault, the ATM, the entrance area and other
areas within and outside the facility. In some embodiments a
user at the monitoring facility may analyze the plurality of
visual outputs generated in response to the cameras for abnor-
mal conditions. In still other embodiments the at least one
computer may operate in the manner previously discussed to
analyze the images for discrepancies which may be indicative
of improper or) abnormal conditions. In still other embodi-
ments communication with the bank facility may include
computer 502 sending alarm or other image data which may
be indicative of conditions and/or events that were sensed or
detected within the facility in the past, that do not currently
existing. Of course these processes are example.

In the event that an abnormal condition is noted, the com-
puter of the example embodiment is operative to identify such
condition. In the alternative, if an operator at the monitoring
facility observes or suspects improper conditions within the
field of view of one or more cameras, they may also provide
at least one input to at least one input device to indicate an
abnormal condition. This is represented in a step 570 in FIG.
88. The computer then proceeds in a step 572 to determine
that the alarm or abnormal condition has been noted. If such
a condition is noted the at least one computer will operate to
resolve user contact information such as the user’s portable
phone number or other manner in which the user can be
contacted. This is represented by a step 574.

The at least one computer then operates to cause contact to
be made with the user using the user contact data. This is
represented in a step 576. The user contact may include, for
example, the at least one computer resolving a phone number
for the user’s portable phone or other user contact informa-
tion based on the prior contact and/or data stored in the at least
one data store. The at least one computer may establish a
voice connection so that a live operator at the monitoring
center may speak with the authorized user to advise them of
the particular circumstances. Alternatively or in addition the
atleast S one computer may operate to send a simulated voice
message or text message to the particular user. Of course these
approaches are example.

As represented in a step 578 the at least one computer
operates to assure that the user is notified of the abnormal
condition. This may be based on a manual input provided by
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an operator in some embodiments. In other embodiments it
may be based on a user provided input indicating that they
received the text or voice message generated responsive to
operation of the at least one computer.

In the example embodiment the at least one computer also
operates in accordance with its programming and the data in
the at least one data store, to determine if another entity
should be contacted concerning the abnormal condition. This
is represented in a step 580. If so, the at least one computer
operates to cause a message to be sent to the resolved entity.
This is represented in a step 582. This further may include for
example sending a message to a local police department,
security company or other entity which is appropriately noti-
fied of a particular condition. Of course it should be under-
stood that in some embodiments step 582 may include send-
ing messages to numerous entities based on the programming
of the at least one computer.

In the example embodiment the at least one computer then
waits for at least one inputted message to indicate that the
problem at the facility has been resolved. This may include
for example an input by an operator indicating that the moni-
toring facility has received a phone call or other contact in the
from the security company or other appropriate entity has
been contacted about the condition and who has determined
that a potentially dangerous problem does not exist at the
facility. As represented in a step 586 once a message or other
input indicating that conditions are all clear has been
received, the computer then operates in accordance with its
programming to initiate contact with the user as represented
in a step 588. This may include for example resolving the user
contact data and achieving communication with the user. This
communication may include an operator discussing the situ-
ation S with the user in some embodiments. In other embodi-
ments it may include the computer sending other types of
automated messages to the user. Of course in some embodi-
ments the computer may operate to send other messages, such
as messages indicating that no abnormal conditions have been
noted at the destination facility. In the example embodiment
the at least one computer then operates to again perform the
functions indicated as associated with step 568. Of course this
approach is an example.

If'in step 572 it is determined that there is not an abnormal
condition associated with the facility which is the user’s
destination, the at least one computer of the example embodi-
ment operates in conjunction with the position tracking
device 542 to monitor the position of the user. This is accom-
plished in the example embodiment by tracking the location
of'the user’s mobile phone. This is represented in a step 590.
Further the example embodiment operates to provide outputs
through at least one visual display at the monitoring facility
indicating the then current position of the user. This is repre-
sented by a step 592. As can be appreciated, in this example
embodiment the at least one computer is enabled to indicate to
operators at the monitoring facility the then current position
of the user. Thus for example, should an alarm condition be
indicated at the facility between the time of the initial check
and the user arriving at the facility, an operator can determine
that the user has not reached the facility and the user can be
advised not to continue their journey. Of course this approach
is an example.

In the example embodiment the at least one computer is
operative to track the location of the position indicating
device being carried in proximity to the user, and determine
when the user is near to the destination facility. This is rep-
resented in a step 594. It should be under stood that while in
the example embodiment discussed, the determination that
the user is near the facility is based on tracking of the position
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indicating device, in other embodiments it may be based on
other inputs. This may include for example a field of view of
a selected camera identifying a vehicle or other features asso-
ciated 5 with the authorized user in a particular location. It
may also be based alternatively on identifying features of the
user such as the user’s face coming into a field of view of a
camera at the facility. Of course these approaches are example
of many approaches that may be used.

When it is determined that the user is in proximity to the
facility, the at least one computer operates in accordance with
its programming to provide at least one visual output through
the at least one display device at the monitoring facility. This
enables observing the user arriving at the facility. This is
represented in step 596. Further when the user arrives at the
facility, the at least one computer operates to again check for
alarm conditions or other conditions that may indicate that the
user should not enter the facility. In addition an operator may
provide inputs to view the visual images corresponding to
fields of view of a plurality of cameras and may provide inputs
corresponding to any abnormal conditions noted. The com-
puter then determines if any abnormal conditions have been
indicated as represented in step 598.

If an abnormal condition has been indicated, the computer
operates at a step 600 to identify the alarm condition and to
carry out the routine previously described to notify the user
and other appropriate entities. Of course it should be under-
stood that the particular steps executed may be tailored to the
particular conditions noted. Alternatively or in addition with
the user in proximity to the facility operators at the monitor-
ing facility may take steps that are appropriate based on the
circumstances. This may include for example communicating
through the network to the facility to actuate alarms, loud-
speakers, locking devices or other devices as appropriate to
indicate to the user not to enter the facility or to avoid certain
areas or activities.

Inthe example embodiment if any abnormal conditions are
noted, the at least one computer operates to provide outputs
through at least one display. This may be done in accordance
with one or more programmed sequences or alternatively in
response to inputs from operators. In example embodiments
the computer will operate to enable outputs through the visual
displays so that the user can be observed in the entrance area
of the facility and can be generally under continuous obser-
vation until the user is safely within the facility. This is rep-
resented by a step 602. In the example embodiment the at least
one computer continues to operate to provide visual outputs
and to monitor the user at the facility until the user provides at
least one input to the at least one input device 504 within the
facility. This is represented by a step 604. The receipt of the
input from the user indicating that they are safely within the
facility is acted upon by the computer as represented in step
606. The computer then operates in accordance with its pro-
gramming to end the monitoring session for the particular
user as the user has now arrived safely at the facility. This is
represented by a step 608. Of course as can be appreciated the
at least one computer may continue to operate in accordance
with its programming in some embodiments to continue to
monitor the facility to check for abnormal conditions or other
circumstances that may necessitate action. Further in
example embodiments, images related to the user and the
monitoring session may be stored in the at least one data store
to later recover and analyze in the manner previously dis-
cussed. This may be useful in some embodiments when sub-
sequent to the monitoring session questions or issues arise. Of
course this approach is an example and in other embodiments
other approaches may be used.
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In still other embodiments it may be desirable to monitor
user activity associated with a user leaving the facility. This
may be desirable for example to assure that a person respon-
sible for dosing the facility at the end of the business day is
able to safely exit the facility, leave the facility in their vehicle
or otherwise, and begin traveling to their destination. In still
other embodiments it may be desirable to not only monitor
user activity leaving a facility but also to monitor the progress
of the user when traveling to another destination and deter-
mine if there are any unusual conditions or problems that are
encountered in the user’s travels. In still other embodiments it
may be desirable to monitor the activity of the user arriving at
the destination to be sure that they have reached the destina-
tion safely. Such a system may be useful for example in
tracking the movement of persons who may be carrying valu-
ables such as currency, gems or other items between facilities.
Such a system may also be valuable for purposes of monitor-
ing deliveries such as deliveries of cash or other valuable
items to banking facilities. Such systems may also be useful
in connection with tracking deliveries of other items.

FIG. 90 through 93 include example logic carried out
through operation of the system schematically represented in
FIG. 86 in connection with monitoring the user’s activity
when leaving a current facility, monitoring the traveling to
another destination facility, and observing the arrival of the
user at the destination facility. In this example logic flow the
user first provides at least one identifying input at a step 610.
This may be done in a manner like that previously discussed
or in an alternative manner. If the at least one user input
corresponds to an authorized user as indicated in a step 612,
the at least one computer operates in accordance with its
programming to provide messages that are output to the user
to seek further information from the user including destina-
tion information. This is represented by a step 614. However,
if in step 612 the identifying input from the user is not deter-
mined as corresponding to an authorized user, the at least one
computer operates in accordance with its programming to
carry out steps 616, 618 and/or 620. These steps are like those
described in connection with the prior embodiment and
through which attempts are made to receive user inputs cor-
responding to an authorized user. If the user cannot be verified
as an authorized user by three repeat attempts, then the ses-
sion is ended.

In response to the execution of step 614 by the at least one
computer the user provides inputs. In the example embodi-
ment, based on these inputs the at least one computer resolves
data corresponding to the current facility at which the user is
located. This is represented by a step 622. This may be based
in some embodiments on the location of the position indicat-
ing device maintained in proximity to the S user such as the
cell phone. In other embodiments it may be based on the
address associated with a telephone or an IP address associ-
ated with a computer connection through which the user is
communicating with the system. Of course these approaches
are example.

The at least one computer is also operative to resolve the
destination facility to which the user will travel. This is rep-
resented in a step 624. The destination facility information
may be resolved based on inputs from the user and/or infor-
mation stored in the data store. The computer then operates to
provide at least one output to the user. In the example embodi-
ment the at least one output asks that the user confirm the
destination to which they will be traveling. This is represented
in a step 626. The at least one computer then receives the user
input as represented in a step 628.

The computer then operates in the example embodiment to
determine if the user has confirmed that the resolved destina-
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tion facility is the facility to which the user will travel. This is
represented in a step 630. If a user indicates that the resolved
facility is not the correct facility, the computer next executes
a step 632 to determine if there has been a previous inability
to determine the destination facility. If not, the computer
operates as represented in a step 634 to resolve the destination
facility information. Alternatively if the computer has been
previously unsuccessful in resolving the facility information,
the computer operates to end the session.

Inthe example embodiment if a user confirms the accuracy
of'the output destination information, the computer then oper-
ates in accordance with its programming to cause the output
through visual displays at the monitoring facility, images
corresponding to a field of view of at least one camera located
at the facility at which the user is currently located. This is
represented in a step 636. In the example embodiment this
may include an operator providing inputs to input devices that
enable the operator to scan the fields of view of a plurality of
cameras. In addition or in the alternative, the computer may
operate in accordance with programmed sequences to review
the fields of view of a S plurality of cameras. Alternatively or
in addition the at least one computer may operate to determine
ifalarm conditions have occurred at the facility where the user
is currently located. In an example embodiment if an operator
determines if there is an abnormal or suspicious condition,
they will provide at least one corresponding input to at least
one input device. The at least one computer then operates in
accordance with its programming to determine if the abnor-
mal conditions have been noted. This is represented in a step
638.

If an alarm or abnormal condition is noted, as represented
in step 640, the example computer then operates in accor-
dance with its programming and/or operator provided inputs
as appropriate. For example in some circumstances it may be
appropriate to contact the user and advise them to remain in
the facility. This is represented in a step 642. Alternatively
step 642 may include an instruction to the user to leave the
facility immediately. The appropriate instructions may be
based on the particular steps that are to be executed by the
computer in a given sequence depending on the particular
alarm or abnormal condition. Alternatively the activity may
be taken by the computer in response to inputs from an opera-
tor.

In still other circumstances it may not be appropriate to
contact the user, such as for example when observation indi-
cates that the user is being robbed or abducted. In such cases
the at least one computer may operate in accordance with a
programmed sequence or operator inputs to contact one or
more third parties as represented in a step 644. The atleast one
computer may also contact multiple third parties as appropri-
ate such as the police, a security company or other persons.
The at least one computer may also operate in accordance
with its programming to monitor the user’s current position
based on the position of the cell phone. This is represented in
a step 646. The example computer then operates in accor-
dance with its programming to maintain and monitor as
appropriate as represented in a step 648 until at least one
resolution input is received as represented in a step 650. The
resolution input generally includes in an example embodi-
ment, an input from an operator indicating that the problem is
closed or otherwise resolved. Of course it should be under-
stood that these steps are example and in other embodiments
other steps may be taken.

Ifat 640 no alarm or abnormal condition is indicated, the at
least one operator will watch the user leave the first facility on
a display through the at least one visual output. Thereafter in
the example embodiment the at least one computer is opera-
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tive to monitor the users location based on the position of the
position indicating device. This is represented in step 652.
The example embodiment of the system is also operative to
provide visual outputs showing the then current location of
the user either on a continuous or periodic basis. These visual
outputs enable the operator to monitor visually the progress
of the user relative to the destination. The visual outputs in
some example embodiments may include maps or other infor-
mation to facilitate visual observation of the users progress.
This is represented in a step 654. In alternative embodiments
the at least one computer may access public web cameras in
areas through which the user will pass. The at least one
computer may operate to cause outputs that include the user
or their vehicle. The computer may further operate to high-
light the user or their vehicle on the output screens based on
position signals or operator inputs. Of course these
approaches are example.

The at least one computer is also operative to monitor the
location of the user based on the position indicating device to
determine if the user’s movement or lack thereofis consistent
with the user continuing to progress toward the destination
facility. As can be appreciated, in the event that the user is
determined to be taking a path that is not moving toward the
destination facility or the user ceases to make progress, this
may be indicative of a problem. This may include a vehicle
malfunction or more serious issues such as foul play. The
analysis of the movement of the position indicating device is
represented in a step 656.

If the user’s movement is consistent with travel to the
destination facility, this is determined in a) step represented
658. The computer also considers whether the user has
reached a position in proximity to the destination facility. This
represented by a step 660. If the user is not in proximity to the
destination facility, and the movement is appropriate, the
computer continues to monitor the user’s progress.

If for some reason the progress of the user toward the
destination facility is not within normal parameters, the
example computer operates in accordance with its program-
ming to resolve contact data to contact the user. This is rep-
resented in a step 662. The at least one computer is operative
to communicate to the user. The communication of the
example embodiment may take the form of a query message
asking the user to indicate if there are any problems or diffi-
culties. The query message may take the form of an electronic
message or alternatively may be a message provided in whole
or in part by a human operator based on the circumstances.
This is represented in a step 664. The computer then operates
in accordance with its programming to receive a response
from the user to the query message. This is represented in a
step 666. As previously discussed this may be a verbal
response received through an electronic system and input
through the portable phone or other device or other input. The
response may also be input by an operator who has commu-
nicated with the user by telephone in some embodiments. Of
course these approaches are example.

In response to receiving a response message from the user
as represented in a step 668, the at least one computer of the
example embodiment is programmed to prompt the user to
indicate whether they wish to continue the monitoring session
or whether the session should be discontinued. This is repre-
sented in a step 670. The user provides a response as indicated
in a step 672. If the user does not wish to discontinue the
monitoring session the computer then operates in accordance
with its programming to continue to monitor the user. This is
represented in a step 674. Alternatively if the user indicates
that the monitoring session is to end, the computer operates to
discontinue monitoring the 5 activity of the user as repre-
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sented in a step 676. Of course in some embodiments a secret
code or other verification input may be required to be input by
the user to end the monitoring session. This may help to
assure that the session is not ended by an unauthorized per-
son.

Alternatively if in step 668 the user fails to respond to the
query message within a given time, or the response indicates
that there may be a problem, the at least one computer oper-
ates in accordance with its programming to carry out notifi-
cation procedures to protect the interests of the user. This may
include for example taking the steps previously discussed in
resolving third parties to contact such as the police or security
service, monitoring the position of the user and taking other
appropriate actions as directed by an operator. Of course these
approaches are example and other approaches may be used,
based on the particular circumstances.

Ifin step 660 it is determined that the user is in proximity
to the destination, the at least one computer operates to cause
the output of visual images at the monitoring facility corre-
sponding to at least one field of view of at least one camera at
the destination facility. This is represented by a step 678. The
at least one computer also operates in accordance with its
programming to determine if there are any alarm or abnormal
conditions or other potential problems at the destination facil-
ity that suggest that a user should not complete the journey to
the facility. In addition an operator reviewing outputs may
provide inputs through input devices indicating abnormal
conditions. The at least one computer operates as represented
in step 680 to determine if such conditions exist. If as repre-
sented in step 682 a problematic condition is noted, the at
least one computer operates in accordance with its program-
ming to take appropriate steps.

In the example embodiment the at least one computer, in
response to a problem such as an alarm or abnormal condition
at the destination facility, resolves the user contact data as
represented in a step 684 and operates to cause contact to be
made with the user as represented in step 686. The 5 computer
then determines if the user has acknowledged the message as
represented in a step 688. As previously discussed in some
embodiments acknowledgment by a user may be based on an
input provided by the user or an input provided by an operator
at the facility who has contacted the user.

Inaddition the at least one computer may operate to resolve
third party contact data as appropriate for the condition which
is represented in a step 690. The computer may then operate
to contact one or more appropriate entities who are indicated
based on data stored in the data store as the appropriate
entities to contact in the given circumstances. This is repre-
sented by a step 692. The computer then operates to maintain
a monitoring function waiting for an indication that the prob-
lem has been resolved. This is represented in a step 694. The
example computer then determines if it has received a mes-
sage indicating if it has received a message indicating that the
situation has been resolved in a step 696. If no such message
has been received the computer continues to operate to moni-
tor. If such a message has been received the at least one
computer then operates in accordance with its programming
to contact the user as represented in a step 698. The computer
then operates to continue the monitoring function to monitor
the user as they reach the destination facility. Of course it
should be understood that in example embodiments operators
at the monitoring facility may provide inputs to override and
change the sequence of activities carried out by the computer
as is appropriate under the circumstances.

Ifin step 682 it is determined that no problems are evident
at the destination facility, the at least one computer then
operates to cause visual outputs through display devices cor-
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responding to one or more fields of view of cameras at the
destination facility. This enables the operator to observe the
user entering the facility to assure that they have arrived
safely. This is represented in a step 700. The example com-
puter then continues to monitor for an input from the user
indicating that they are safely within the facility. This is
represented in a step 702. Upon receipt from the user of at
least one signal 5 corresponding to the user input indicating
that the user has safely arrived at the destination facility, the
computer ceases monitoring. This is represented in a step 704.
The computer then operates to cease monitoring and end the
session in a step 706. It should be understood that in various
embodiments different types of inputs from a user who has
arrived at a destination facility may be provided. These may
include inputs from an input device at the facility of the type
previously discussed. Alternatively the user may provide
inputs to a portable phone, portable computer or other input
device as is appropriate to indicate their safe arrival.

As can be appreciated the example system may be used to
monitor user activity and to minimize the risk of harm to users
who are responsible for opening, closing and traveling
between facilities. Of course the approaches described are
example of many approaches that may be used.

Thus the example embodiments may achieve at least one of
the above stated objectives, eliminate difficulties encountered
in the use of prior devices and systems, solve problems and
attain the desirable results described herein.

In addition to the above, there are still other example
embodiments that may be used in connection with permitting
access to facilities as well as monitoring that access, the
facilities and users. FIGS. 94-96 show example components
that may be included in such a system.

As discussed above, a facility 490, such as a bank facility,
may include a vault or other valuables holding area 494. The
facility may also include an interior area 496 which may be
accessed through an entrance 498. The entrance may be of
any appropriate type, such as a single door or a pair of doors
498. The door 498 may include atleast one lock 710, whereby
the lock 710 must be opened, such as with a key 722, in order
to gain entrance into the interior 496 of the bank facility 490.
In some example embodiments a mechanical key may be used
to control the door lock while in other embodiments, an
electronic type key may be used. The facility 490 may also
include and utilize a lock box 712.

The facility 490 may also include a plurality of cameras
500. In the example embodiment the cameras have fields of
view that include areas adjacent to the doors 498, the vault, as
well as other portions of the interior area of the facility. Other
cameras of the example embodiment include fields of view
that include an area adjacent the entrance 498. In the example
embodiment cameras 500 have fields of view that include
areas both external and internal of a facility. Of course in other
embodiments other approaches may be used.

The cameras 500 may be in operative connection with at
least one computer 502 which may be alternatively referred to
herein as a processor. The example system discussed in FIGS.
94-96 may be integrated into the other systems described
herein, such as the system illustrated in FIG. 86. The com-
puter 502 may include a suitable interface or other commu-
nications device that enables the computer to operatively
communicate through at least one network schematically
indicated 506.

As represented schematically in FIG. 86, the at least one
network 506 may be in operative communication with a plu-
rality of other facilities 508, 510 and 512. It should also be
understood that although a single network 506 is schemati-
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cally represented, the facilities may be in communication in
systems of various embodiments through a plurality of dif-
ferent networks.

The example embodiment shown in FIGS. 94 and 96 may
also include at least one monitoring facility 514. The moni-
toring facility 514 of the example embodiment may be used to
monitor the conditions of various facilities and to observe the
activities of certain authorized users in ways that are dis-
cussed herein. As stated above, the system shown in FIGS.
94-96 may be integrated and used in operative connection
with the monitoring facility 514 illustrated in FIG. 86,
whereby all of the components of FIG. 86 may be in operation
with the system of FIGS. 94-96.

In the example embodiment, a smart phone 526 may be in
use and may communicate with the system. As shown in FI1G.
94, the smart phone 526 may include at least one input device,
suchas a Skeypad 528. The smart phone 526 may also include
other input devices such as a voice receiver. The smart phone
may also include output devices, such as a screen 530. The
smart phone may also include other output devices including
a speaker, an RF output device, an IR output device or other
device from which data may be received. It should be under-
stood that these devices are example, and in other embodi-
ments, other approaches may be used.

As stated above, the facility 490 may utilize a lock box 712.
The example lock box 712 may allow authorized users to gain
access to the facility 490 during dosed hours. The example
lock box may include a container which serves the function of
akey holder that may be used to hold a key that can be used to
lock or unlock a door of an access facility. For illustrative
purposes only, an example key holding lock box may be a
TRACcess® device provided by Supra, a United Technolo-
gies Corporation company.

In an example embodiment, the system may include a lock
box 712 that includes a body 713. The body is configured to
be attached to a structure associated with a building such as by
bolts or other fasteners. In an example embodiment the body
may be mounted to the outside or exterior wall of a building,
such as a bank facility 490. In an example arrangement the
lock box 712 may be located near, on, or adjacent to the doors
498 used to enter and/or exit the facility 490. The lock box 712
may be of an appropriate size to hold a key 722, whereby that
key 722 will let a person lock and unlock the door or doors
which provide access to a building or other type of facility
490. The body 713 of lock box 712 also holds in releasable
engagement a key holding box or container 720. For example,
the example lock box 712 may include a cavity 718 within the
key holding container 720. In the secured position of the
container the cavity is not externally accessible. Once the
proper code is entered and resolved as valid by circuitry of the
lock box 712, the key holding container 720 may separate
from the lock box 712, as shown in FIG. 95.

The example body 713 includes therein a circuit card with
circuitry 714 including at least one processor powered by a
battery 717, which processor may include a clock function.
The body 713 also includes a memory 715 that includes data
and programmed instructions. The data may include any suit-
able form of data such as a serial number and other data that
may be unique to that lock box 712. The example circuit may
include programming that may produce one or more values
and outputs that will allow the container to be separated from
the body. For example in some embodiments the values may
be a function of a serial number and other stored data, as well
as the clock data. The lock box 712 may also include a
wireless Bluetooth, infrared, RFID, NFC, or the like, type of
interface 716 which serves as an input device. This interface
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716 may communicate wirelessly with an authorized user’s
smart phone 526 or other appropriate types of devices.

In an example embodiment the interface 716 is in operative
connection with the circuitry 714. The circuitry is operative to
determine if one or more values received through the interface
corresponds to one or more values as resolved by the circuitry
which indicates that the user is an authorized user who is
permitted to access the key. Responsive to the determination,
the circuitry is operative to cause a lock 719 holding the
container 720 in engagement with the body to change from a
locked condition to an unlocked condition. This enables the
container to be released from engagement with the body so
that the key can be removed from the container cavity.

In some example embodiments that include the TRAC-
cess® product, the user may provide inputs that will change
the condition of lock 719 using a smart phone application.
Authorized individuals may download a TRACcess® eKey
application from the Android Market or BlackBerry App
World. For example, in order to open the lock box 712, the
person may be required to connect to the TRACcess® web
site or other authorized site periodically, and have the data
stored in a data store in their phone and/or smart phone
application updated with data that will allow opening the
designated lock boxes.

Alternatively, or in addition, an authorized user may be
provided an electronic key 728 that may be used to provide
inputs to the lock box interface. The example electronic key
728 may include a key pad 732 and display 730. The user may
operate the electronic key to provide inputs to the interface
responsive to user inputs to the keypad. The inputs from the
key are operative to disengage the container from the lock
box. The electronic key may require periodic inputs of speci-
fied data in order to remain operable. Of course these
approaches are example.

When the electronic key or cell phone has been updated
with the latest data, the person may go to the lock box 712 that
they are authorized to open, input a PIN number or other
identifying data through their cell phone 526 or electronic key
728, and the phone or key may transmit data that is a function
of'the stored data in the key or phone and the input, wirelessly
to the circuitry in the lock box 712. The circuitry in the lock
box 712 may use its data to verify that the data received from
the phone 526 or key 728 corresponds to data for a user
authorized to open the lock box 712. The key holding con-
tainer 726 may be separated from the body responsive at least
in part to such determination.

In an example embodiment, a person may be authorized to
enter a bank facility 490 who has a smart phone 526 or
electronic key 728 and knowledge of necessary input data. In
some embodiments the electronic key or phone 526 may be
authorized by a central system 514 to access particular lock
boxes 712. That person may have to periodically sign onto the
central system and have their particular phone 526 or elec-
tronic key 528 or other device reauthorized or otherwise made
usable to open designated lock boxes.

Innormal operation, the lock box 712 holds the key holding
container 720 which is a cup-like piece for holding one or
more keys 722 or cards. The key holding container 720 with
the key 722 may be held in locked engagement inside the lock
box 712. In an example embodiment an authorized user 5 is
able to access the key holding container 720 and the key 722
by inputting a code or other appropriate identifying input into
their smart phone 526 or electronic key 728, which may
wirelessly communicate with the lock box 712. The lock box
712 includes circuitry that decides whether or not the signals
coming from the user device correspond to an authorized
user. If the user data is determined by the lock box to corre-
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spond to an authorized user, then the key holding box 720
becomes separable from the body of the lock box. In an
example arrangement the person can take the key 722 and use
it to open the outside door 498 of the building. The user can
deactivate the building alarm 736. The user may then enter
and perform work within the building.

Of course, when the user is finished with their work at the
facility 490, they exit the facility, lock the outside door 498,
reset the alarm 736, put the key 722 back in the key holding
container 720 and put the key holding container 720 back into
the lock box 712. The lock box 712 may then remain available
until the next person who is authorized wants to access it. The
lock boxes 712 may operate wirelessly or via a wired con-
nection to a remote computer. The lock boxes 712 may have
battery powered circuitry which may operate to validate the
RF signals that may come from the phone 526 or the elec-
tronic key 728.

In an example embodiment, the physical key 722 that is
used for opening the outer door 498 of the bank or other
facility 490 is physically connected to the key holding box
720 by a member such as a lanyard or chain 724. By physi-
cally connecting the key 722 to the key holding box 720, it is
less likely that the user may accidentally leave the premises
with the key 722 to the facility 490 once the user is finished
working in the facility 490.

In another example embodiment, the key holding box 720
includes a wireless token 726. The token 726 is operatively
attached to the key holding box 720. This wireless token 726
may be read) through operation of a wireless reader. The
token may provide RF signals or other suitable signals. In
some example embodiments, the token may include an RFID
tag, NFC chip or other type output device. The data read from
the example token is usable to deactivate and/or activate at
least one alarm feature of the access alarm 736 at the facility
490. For example, a facility may include an alarm which gives
an alarm indication if a door is opened or unlocked, and an
alarm deactivation code is not input via a keypad or other
input device within a short period after the door is opened or
unlocked. For example a facility may have a key pad 736
through which users may input one or more secret values into
in order to turn off the alarm. In this example embodiment a
wireless proximity reader 738 may be located adjacent to the
key pad 736. The reader is in operative connection with the
alarm system. The token 726 on the key holding box 720,
when placed adjacent to the proximity reader 738 when the
alarm is activated, will deactivate the alarm feature that would
otherwise give an alarm as a result of the door being opened
and/or unlocked. The key pad 736 and the proximity reader
738 may be located adjacent to one another near the entrance
498 to the facility 490, as in an example embodiment shown
in FIG. 96.

In operation, someone who is authorized to enter the facil-
ity 490 may move adjacent to the lock box 712 and provide at
least one input through at least one input device. For example
a lock box may include a keypad or other input device 734
through which a user can provide a code or other data. Alter-
natively inputs may be provided wirelessly through an input
device such as the interface 716 from a smart phone, elec-
tronic key or other device. The circuitry within the lock box
712 determines if the received input data corresponds to data
for a person that is authorized to open the lock box 712. Ifthe
data received is determined to be usable to open the box, the
lock box opens and the person can separate the key holding
container 720 that holds the key 722 from the body of the box.

Once the person has the separated key 722 and the con-
tainer, they then can go to the outer door 5 of the facility. In
example arrangements, things are set up so that the alarm key
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pad 736 and the proximity reader 738 are within the interior
area of the building. In an example embodiment the user has
a brief period of time after the door has been opened or
unlocked to deactivate the alarm feature that would otherwise
cause the alarm to be given. In this scenario, the user uses the
key 722 thatis attached to the container 720 to unlock the lock
and then opens the door. Once they enter the building, they
position the token 726 on the container near the proximity
reader 738 and this disables the alarm feature. The person can
then conduct their activities within the building without an
alarm indication being given.

This system may also be set up so that not all of the alarm
capabilities are deactivated responsive to the reader reading
the token 726. For example, if the facility 490 is a bank, the
vault 494 alarm, ATM alarms and other alarms may still be
left on. If the person who entered the bank is a service person
and those alarms need to be disabled to perform their work,
they may either have to input the necessary codes to shut off
those alarm features or contact the monitoring facility 514
and have the alarm facility remotely disable the alarm fea-
tures while the work is being performed. In some example
situations, the people entering the bank 490 using the key 722
in the lock box 712 are service people that do things such as
cleaning, and alarm features, other than those associated with
the entry into the interior facility area, do not have to be
disabled. In some embodiments the wireless token may be
configured to change the condition of multiple alarm features
or different features at different times or under different cir-
cumstances.

In an example embodiment when the people are done doing
their work inside the interior of facility 490, they may pass the
token 726 adjacent to the proximity reader 738. This causes
the alarm feature which is in a deactivated condition to change
to an activated condition. In an example embodiment the
alarm system is configured so that activating the alarm feature
gives the person a brief) period to open the door, step outside
the door 498 and lock it. As with entering the bank, the
example approach of providing a time delay between when
the token 726 may be sensed to activate the alarm feature and
when the alarm system 736 will give an alarm, gives the user
enough time to get out the door 498 and close it. The user may
then use the key 722 to secure the lock 710 on the door 498
and place the key 722 back in the cavity of the key holding
container 720. The user places the key holding container 720
back in the body of the lock box 712 where the lock 719 holds
the container in engagement therewith.

It is to be understood that in the example arrangement, the
fact that the key is attached to the key holding container 720
may generally prevent people from losing the key 722. In
addition, the token 726 that is attached to the key holding
container 720 can be used to deactivate at least one feature of
the alarm 536 and activate such feature, may typically prevent
people from forgetting to take the key 722 and the key holding
box 720 with them when they leave tore-secure the facility
490, as they will need them to reset the alarm.

In an alternative embodiment, there may be a wired or
wireless connection between the lock box 712 and the central
monitoring station 514 so that it would be known when the
key holding container 720 is separated from the lock box 712.
Also, the lock box 712 and/or key holding container 720
could provide information that is indicative of who took the
key out, so the central system 514 would know who was
supposed to be within the bank building 490.

In addition, the cameras 500 that are used to monitor the
facility 490 could be used for capturing images of a user’s
face. The facial data of the person who accessed the facility
490 could then be compared by the central monitoring system
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514 to data corresponding to the facial features of the person
associated with the authorized user data that was used to open
the lock box 712. This way it may be assured that the person’s
cell phone 526, electronic key or other access data was not
stolen and that the 5 proper person has entered the bank 490.

In another alternative embodiment, there may be a signal
emitter 723 in operative connection with the key holding
container. In some examples, the signal emitter may include a
GPS signal emitter that enables GPS tracking of the key
holding container 720. For example, if the key holding con-
tainer 720 was not put back into the lock box 712 and was
deliberately or inadvertently taken by the person who
accessed the facility 490, the GPS emitter would enable the
monitoring center 514 and the authorities to locate it. This
would allow the monitoring center 514 to give the person who
accessed the lock box 712 a call or send a text message telling
them to return the key holding container 720 to the lock box
712.

As another alternative, the token 726 or other signal emitter
on the key holding container 720 or some other indicator on
the container 720, may provide one or more signals. The
signals could be monitored by sensing circuitry within the
bank 490 or by the monitoring facility 514. If someone
removed the key holding box 720 from the vicinity of the
bank 490, an alarm 740 may then sound on the key holding
container 720 and/or an alarm 714 may sound adjacent to or
located on the lock box 712.

Thus, in an example embodiment, if a person who had
accessed the bank 490 fails to return the key holding container
720 to the lock box 712 as they are leaving, an alarm 740
might sound on the key holding container 720, the lock box
712 or elsewhere to indicate that the key holding container
720 has left the area in which it is permitted to reside. This
would remind the person to return it to the lock box 712.

A further advantage of this example system is that if for
some reason the key holding container 720 is stolen, the
central monitoring system 514 may have the ability to imme-
diately download instructions to the alarm system 736 at the
bank 490 so that the alarm features may no longer be deacti-
vated by the token 726 attached to the lost key holding con-
tainer 720. This way the key holding 5 box 720 can no longer
be used to deactivate the alarm 736.

Another feature that may be implemented in example
arrangements would be to not only output an alarm if the
token 726 left a permitted area, but also to have a system
destroy at least some of the data on the token 726 if it leaves
the area for more than a set period of time. For example,
circuitry may be provided that causes certain programming in
the token to be changed and/or erased responsive to an alarm
condition associated with the container leaving a designated
area. This would be another way of disabling the usability of
the token 726. This could be done instead of or in addition to
changing the programming associated with the alarm 736 at
the bank 490 from the central system 514 so the token data no
longer can be used to deactivate the alarm features.

The system may help protect the workers who come into a
bank during closed hours to service or clean, for example. In
an example embodiment, the person planning to enter the
bank 490 and obtain the key 722 from the lock box 712 could
contact the central monitoring station 514 via a phone 526 or
through a text message when they are about to arrive at the
bank and indicate that they are planning to enter the facility
490.

If they are an authorized user, the monitoring center 514
would scan the area adjacent to the lock box 712, the entry
area 498 and the area inside 496 the bank for any problems.
The monitoring facility 514 may check using cameras 500
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both inside and outside the bank facility 490 for any signs of
a problem. The central monitoring facility 514 may then
advise the person that it is safe to enter the facility 490 via a
message to their cell phone or text message. The user would
then be monitored as they access the lock box 712, enter the
bank 490, deactivate a feature of the alarm 736 using the token
726, and/or while they do other things if so desired. In the
example embodiment, the person entering the bank facility
490 may gain access to the system and cause the monitoring
facility 514 to review images available from the cameras 500
or other information or triggering events at the bank facility
490 to be 5 sure that there are no abnormal conditions before
and/or at the time the user arrives. In addition, the monitoring
facility 514 may observe the user arriving at the bank facility
and observe the user until the user is within the facility. Of
course if an abnormal condition is noted, the monitoring
facility 514 may operate to notify the user to stay away from
the bank facility 490 and not to attempt to use the lock box
712, and in addition may notify other appropriate entities and
authorities, such as the police, about the abnormal condition
or take other actions.

The monitoring facility 514 may receive a communication
from a user that there is to be some activity at the facility 490.
The communication in the example embodiment is received
from a user using a portable phone 526. In example embodi-
ments, an operator at the monitoring facility 514 may provide
inputs to input devices to review images corresponding to the
fields of view of a plurality of cameras 500 that capture
images of areas within and outside the facility 490. This may
include for example in the case of the example bank facility
490, the areas adjacent to the vault 494, the ATM, the entrance
area 498 and other areas within and outside the facility.

If it is determined that there is no abnormal condition
associated with the facility 490 which is the user’s destina-
tion, the monitoring facility 514 may operate in conjunction
with a position tracking device 542 to monitor the position of
the user. This may be accomplished by tracking the location
of'the user’s mobile phone 526, electronic key or other track-
ing device. Further the example embodiment operates to pro-
vide outputs through at least one visual display at the moni-
toring facility indicating the then current position of the user.
As can be appreciated, in this example embodiment the at
least one computer is enabled to indicate to operators at the
monitoring facility the then current position of the user.

The monitoring center 514 may then observe the person on
cameras as they enter the facility and follow them to the point
where they deactivate a feature of the alarm, such as with the
token 526 on the) key holding container 720, or otherwise are
safely within the bank. When the person has finished their
work in the bank, the process may be reversed.

If an abnormal condition has been indicated, the monitor-
ing facility 514 may operate to identify the alarm condition
and to notify the user and other appropriate entities. Alterna-
tively or in addition with the user in proximity to the facility,
operators at the monitoring facility may take steps that are
appropriate based on the circumstances. This may include for
example communicating through the network to the facility to
actuate alarms, loudspeakers, locking devices or other
devices as appropriate to indicate to the user not to enter the
facility or to avoid certain areas or activities.

In still other example embodiments it may be desirable to
monitor user activity associated with a user leaving the facil-
ity 490. It may be desirable to not only monitor user activity
leaving a facility but also to monitor the progress of the user
when traveling to another destination and determine if there
are any unusual conditions or problems that are encountered
in the user’s travels. For example, if a servicer has to enter
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several different banks to service various equipment therein
each bank facility could be checked prior to the servicer’s
arrival. In still other embodiments it may be desirable to
monitor the activity of the user arriving at the destination to be
sure that they have reached the destination safely.

Ifno alarm or abnormal condition is indicated, the operator
will also watch the user leave the facility on a display through
the at least one visual output. Thereafter the monitoring facil-
ity 514 may monitor the user’s location based on the position
of the position indicating device, such as the users smart
phone 526. The example embodiment of the system is also
operative to provide visual outputs showing the then current
location of the user either on a continuous or periodic basis.
These visual outputs enable the operator to monitor visually
the progress of the user relative to the destination.

In an example arrangement when the user is ready to leave
the bank 490, the person informs the monitoring center 514
(via cell phone or text) that they are about to leave. The
monitoring center 5 514 can do a check using cameras 500
near the exits 498 and the area around the bank to be sure it is
clear. The monitoring center informs the person that they can
leave safely. The monitoring center watches the person as
they activate the alarm 536, secure the lock 710 on the door
498, return the key 722 and key holding container 720 to the
lock box 712, and watch them safely enter their vehicle. The
monitoring center 514 may also follow the person as they pull
away from the bank to assure that they have been able to exit
safely. This example approach also has the advantage that if
the user fails to perform a required step, such as fails to turn
the alarm back on with the token, falls to lock the door with
the key, or fails to put the container back into the lock box, the
monitoring center may contact the user and tell them to per-
form the omitted steps.

In the foregoing description certain terms have been used
for brevity, clarity and understanding, however no unneces-
sary limitations are to be implied therefrom because such
terms are used for descriptive purposes and are intended to be
broadly construed. Moreover, the descriptions and illustra-
tions herein are by way of examples and the invention is not
limited to the exact details shown and described.

In the following claims any feature described as a means
for performing a function shall be construed as encompassing
any means known to those skilled in the art as being capable
of performing the recited function and shall not be deemed
limited to the particular means shown in the foregoing
description or mere equivalents thereof. The provision of an
Abstract herewith shall not be construed as limiting the
claims to features discussed in the Abstract.

Having described the features, discoveries and principles
of the invention, the manner in which it is constructed and
operated, and the advantages and useful results attained; the
new and useful structures, devices, elements, arrangements,
parts, combinations, systems, equipment, operations, meth-
ods, processes and relationships are set forth in the appended
claims.

The invention claimed is:
1. An apparatus comprising:
a lock box,
wherein the lock box includes a body, wherein the body
is configured to be operatively connected to a struc-
ture associated with a building, a container,
wherein the body is configured to releasably hold the
container in engagement with the body,
wherein the container includes an internal cavity,
wherein the internal cavity is configured to hold at
least one key,
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wherein the at least one key is configured to at least one
of lock and unlock a door associated with the build-
ing,

wherein when the container is in engagement with the
body, the cavity is not externally accessible;

a member, wherein the member is operative to hold the

container and the at least one key in engaged relation;

a wireless token,

wherein the wireless token is in operatively engaged
relation with the container,

wherein the token is configured to wirelessly communi-
cate with an alarm system associated with the build-
ing,

wherein communication between the token and the
alarm system is operative to at least one of activate
and deactivate at least one alarm feature of the alarm
system,

alock,

wherein the lock is operative to selectively hold the
container in engagement with the body,

at least one input device; and

at least one circuit,

wherein the at least one circuit is in operative connection
with the at least one input device and the lock,

wherein the at least one circuit is operative to make a
determination that at least one input received through
the at least one input device corresponds to an autho-
rized user, and

wherein responsive at least in part to the determination,
the at least one circuit is operative to cause the lock to
change from a locked condition in which the con-
tainer is held in engagement with the body through
operation of the lock, to an unlocked condition
wherein the container is separable from the body, and

wherein when the container has been separated from the
body the key is removable from the cavity and usable
to at least one of lock and unlock the door, and the
token is usable to at least one of activate and deacti-
vate the at least one alarm feature.

2. The apparatus according to claim 1 wherein the token is
operative responsive to being read by a wireless reader to
prevent an alarm indication that is otherwise caused by at
least one of opening and unlocking the door.

3. The apparatus according to claim 1 wherein the at least
one input device is operative to receive wireless input from a
mobile phone.

4. The apparatus according to claim 1 wherein the at least
one input device includes a keypad.

5. The apparatus according to claim 1 wherein the token
includes a token that emits wireless signals.

6. The apparatus according to claim 1 wherein the token is
readable through operation of a wireless reader, and wherein
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when at least one alarm feature is activated and the token is
read through operation of the reader, the at least one alarm
feature is deactivated, and wherein when the at least one
alarm feature is deactivated and the token is read through
operation of the reader, the at least one alarm feature is acti-
vated.

7. The apparatus according to claim 1 and further compris-
ing a signal emitter, wherein the signal emitter is in operative
connection with the container, wherein the signal emitter is
usable to indicate at least one container position.

8. The apparatus according to claim 7 wherein the signal
emitter comprises a global positioning sensor (GPS) signal
emitter.

9. An apparatus, comprising:

a lock box having an input device, circuitry, and a lock for

holding a key to gain access to an area;

an alarm system for protecting the area; and

a proximity reader coupled with the alarm system located

within the area;
wherein the circuitry is operable to determine if an input
received by the input device is for an authorized user,

wherein the lock box is operable to provide access to the
key in response to the circuitry determining that the
input received by the input device is for an authorized
user;

wherein the proximity reader is operable to receive data

from a wireless token; and

wherein the alarm system is operable to deactivate for at

least a portion of the area responsive to the proximity
reader receiving the data from the wireless token.

10. The apparatus set forth in claim 9, wherein the input
device is an electronic key.

11. The apparatus set forth in claim 10, the electronic key
further comprises a keypad and display.

12. The apparatus set forth in claim 9, wherein the input
device is a operable to receive a wireless signal.

13. The apparatus set forth in claim 9, the circuitry further
comprises a processor and a memory.

14. The apparatus set forth in claim 9, wherein areas cov-
ered by the alarm system comprises an interior area, a vault,
and an automated teller machine.

15. The apparatus set forth in claim 9, wherein the alarm is
operable to reading the wireless token to selectively deacti-
vate one of a group consisting of the interior, the vault and the
automated teller machine responsive to the proximity reader
detecting an electronic token.

16. The apparatus set forth in claim 9, wherein a wireless
token is stored within the lock box, access to the wireless
token is provided with the key.
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